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I have been lucky enough for online spaces to feature significantly in my 
life: some of my oldest friends are people I met online on a videogame 
forum. The fact that the internet is monstrous to people is something I 
have grown up with, and it has always been intuitively obvious that it 
focuses its monstrousness on women and people who do not fit the white, 
straight, cisgender norm.

This project began as an outgrowth of those experiences: my preferred 
field of study is exploring storytelling and the way storytelling experiences 
are changed by the media forms they are communicated through. Alternate 
reality games (ARGs) are one of the arenas of storytelling I have explored, 
particularly the ways that they are impossible to predict ahead of time, 
deploy terrifying ability to solve problems and think laterally, and often 
appear in areas people are not expecting them to be.

Spending life online and digging into how ARGs work means that 
when online culture began to change in the 2000s and 2010s, it looked 
familiar to me. I wrote about how arguably the online culture of 4Chan 
self-organised into patterns which looked almost like ARGs. In 2012, I saw 
the campaign against Anita Sarkeesian’s Tropes vs Women in Videogames 
series stumble into becoming an ARG focused on her destruction. In 
2014, I saw Gamergate turn itself into a malevolent ARG on purpose, 
with practice, because many of the same people from the campaign against 
Sarkeesian were gleefully involved.

And it never stopped.
I and my whole cohort have lived through nearly a decade under the 

shadow of organised, structured campaigns to destroy people we know 
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and care for, campaigns which preferentially target the most vulnerable 
among us and which seek to terrorise us all into silence.

This book exists because I started asking whether the fact that online 
harassment works like ARGs could be used against them, and that ques-
tion took me down a rabbit hole about how the status quo works and what 
it would take to change things.

Change is possible, but there are plenty of people who will resist it at a 
large number of levels, and this book explores how, why and, with any 
luck, how we can try to circumvent them.

Wellington, New Zealand� Kevin Veale 
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CHAPTER 1

Introduction: The Breadth of Harassment 
Culture and Contextualising Gamergate

Well lads, it’s time to stop shitposting and time to make a real-life 
effort post.

—Macklin (2019); Rowe (2019)

This statement comes from a post on the white-supremacist and child-
porn haven, 8chan, before the terrorist attack on the 15th of March 2019 
targeting the Al-Noor Mosque and Linwood Avenue Islamic Centre in 
Christchurch, Aotearoa-New Zealand.1 The terror attack was incubated in 
online spaces and spoke back to them, inspiring a series of further terror 
attacks around the world which made references to it in different ways, 
some oblique and some very directly. The consequences of online abuse 
and harassment have never stayed online. The Christchurch attacks are one 
of the most visible tips of an iceberg which has existed for many years, 
despite being seen as just a ‘virtual’ problem and not being taken seriously 
by law enforcement and legal systems around the world (Citron 2014, 
100–102; DePass 2016; Elwell 2014; Golding and Van Deventer 2016, 
51, 98; Lehdonverta 2010; Phillips 2015a, 41; Shaw 2014; Shepherd 
et al. 2015). It is tempting to conclude that the Christchurch attacks and 
other online-originated harassment campaigns2 that extend fingers into 
the real world are a new development. However, they have a long history, 
and although we have definitely seen an increase in the amount of abuse 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60410-3_1&domain=pdf
https://doi.org/10.1007/978-3-030-60410-3_1#DOI
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online, the escalations in organisation applied to delivering that abuse are 
more impactful than the rise in volume in itself.

This chapter will contextualise the history of online harassment, explor-
ing the ways that it is part of broader cultures of harassment which happen 
to play out in online spaces, and will discuss case studies from the ongoing 
harassment campaigns which became both more organised and more vis-
ible over the last decade.

Contextualising Online Abuse and the Breadth 
of Harassment Culture

Abuse and harassment are so ubiquitous online that for decades anyone 
who does not like it has been told to toughen up or get off the internet 
(Citron 2014, 79–80). Kathy Sierra was systematically terrorised in 2004, 
and after she discussed her harassment, a neo-Nazi serial-harasser posted 
her social security number and home address online (Citron 2014, 35–39; 
Sierra 2014). In 2006, after the suicide of 13-year-old Mitchell Henderson, 
4chan unleashed coordinated harassment on his family because the online 
community collectively known as Anonymous found the circumstances 
surrounding the death amusing—with at least one member of Anonymous 
going so far as to physically visit Mitchell’s grave (Phillips 2015a, 28–29). 
Since 2010, online memorials for people who have died have been light-
ning rods for abuse (Phillips 2010, 2015a, 71–94). The possibility of 
being targeted by forces seeking to reach out and damage your ability to 
live your life has been part of the background-radiation of existing online 
for decades—although it is not background-radiation that affects every-
one equally.

Cultures of abuse online disproportionately target anyone identifiable 
as not being a white, straight, cisgender man (Banet-Weiser 2015; Citron 
2014, 13–15; Condis 2015, 2018; Massanari 2015, 2018; Phillips 2015a, 
42, 53, 164; 2015b). The cultural bones of the internet are built up of 
technolibertarian/utopian ideals of freedom which argue everyone is 
equal (and equally ‘disembodied’) in online spaces,3 and this flows into 
gaming contexts as well (Condis 2015, 201, 206–7; Lindbergh 2020; 
Massanari 2015, 5; Shepherd et al. 2015, 4; Turner 2006). Rubin et al. 
argue that this framework allows social media platforms and technology 
companies to hide behind a ‘façade of neutrality’ that ignores disparate 
impact on marginalised groups (Rubin et al. 2020, 1). These assumptions 

  K. VEALE



3

imply that since everyone is equal, anyone drawing attention to the fact 
that they are not a white, straight, cisgender man is inauthentic, since they 
are ‘choosing’ to be more invested in that facet of their identity than in 
being a gamer or a citizen of the web (Citron 2014, 78). Megan Condis 
highlights the tensions produced by these assumptions in exploring con-
flict tied to the censorship of terms like ‘gay’ and ‘lesbian’ on the forums 
for Star Wars: The Old Republic (SW:TOR).

TOR fans argued over whether an online game is an appropriate venue to 
discuss the sexual politics and the problem of heteronormativity in virtual 
worlds. What was often framed by the participants as a benevolent desire to 
prevent political and ideological conflict from leaking into gaming and ruin-
ing its unique attractions manifested as the maintenance of a heterocentric 
power structure. True gamers and fans are assumed to be straight (or, if they 
are queer, it is assumed that they will remain in the closet while participating 
in the gaming forum), and out queer gamers and their allies are flagged as 
disruptive and harmful interlopers. This stance implies that BioWare would 
be doing its real fans (the ones they rely on to sustain their profit margins) a 
disservice were it to cater to the desires of queer players by making the 
forum community queer friendly. A similar debate arose 2 years later when 
BioWare made the decision to include gay male romance options in their 
popular single player role-playing game franchise, Dragon Age. (Condis 
2015, 199–200)

As Condis identifies, one of the assumptions tied to the theoretical equal-
ity of online and gaming spaces is that they are ‘apolitical,’ meaning that 
anyone seeking to change the representational dynamics in those spaces is 
‘bringing in politics’ to an otherwise politically neutral environment.4 
These assumptions lead to the conclusion that anyone seeking change is 
not authentic and is dragging unwanted politics in from ‘outside’ 
(Beauchamp and Condis 2019; Condis 2019)—and must be resisted, par-
ticularly when those conversations seem to be resulting in some changes 
to the culture (Golding and Van Deventer 2016, 130–31).

Any change from the status quo represents a threat, regardless of its 
context, scope or scale. If it comes from ‘outside,’ it must be resisted 
(Beauchamp and Condis 2019; Condis 2019). Part of the reasoning 
behind this involves an understanding that culture is a ‘zero-sum’ game 
where no compromise is possible and where progress in one area requires 
defeats in another (Shepherd et al. 2015, 4–5). Mia Consalvo discusses 

1  INTRODUCTION: THE BREADTH OF HARASSMENT CULTURE… 
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this logic in the context of videogames culture, although I argue that it is 
a representative example of reactionary logics that function more broadly:

The rage we see expressed by threatened individuals and groups seems to be 
based on at least two factors—sexist (as well as racist, homophobic and age-
ist) beliefs about the abilities and proper place of female players, and fears 
about the changing nature of the game industry. (…)

some players are explicit in their complaints that growth in some areas—
such as casual and social games, which are often targeted to women—means 
that fewer budgets and development teams will be focused on traditional 
titles and genres such as First Person Shooters and Action games. One com-
ponent underlying this concern relates to the platforms on which such 
games run—meaning that hardware development and how companies like 
Sony and Nintendo choose to design their consoles have important implica-
tions for the games that can or cannot be developed for them. Microsoft and 
Sony continue to promote the graphical and computational superiority of 
their Xbox 360 and PlayStation 3 systems respectively. Nintendo has come 
under attack since at least the release of the Wii for “dumbing down” what 
a console could be, and (by association) for shrinking demand for potential 
AAA game titles (AAA games are generally considered high quality games 
made by large studios with big budgets). Although Nintendo wished to 
broaden its audience to include lapsed, older and female game players, tra-
ditional console players saw the move as one actively excluding them, and 
reacted quite negatively to that perceived slight. “They” would have fewer 
games available to play, because those games would not be available (or 
made for) the Wii. If they did not appear on other consoles or players chose 
not to buy them, the games effectively would not exist. (Consalvo 2012, 3)

Thus, a market-based decision to expand into new demographics is inter-
preted as an attack on the interests of current fans, because resources are 
being diverted away from ‘their’ games. Worse, this attack comes as an 
invasion from ‘outside’ the groups established as having safe, default 
‘ownership’ of the space. We can see similar conflicts playing out fractally 
in many different contexts and in different scales: changes ranging from 
homosexual representation to the broadening of economic markets in 
pursuit of profit are framed as attacks on what are ‘their’ spaces.

And how should such attacks be resisted? With free-speech—at least, 
free-speech understood through the expansive and permissive lens pro-
vided by technolibertarian ideals (Turner 2006). The internet and gaming 
culture are full of those who argue that free-speech is the most slippery of 
slippery slopes and that any restrictions whatsoever cannot be trusted and 
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must be, once again, actively resisted. Any speech act is viable and valu-
able, particularly online (Citron 2014, 190), since it can just be responded 
to with more speech. Adherents to this view frame the internet as a lawless 
and unregulated ‘Wild West,’ and any attempts to change that are seen as 
threatening the internet’s fundamental existence (Citron 2014, 19, 26). 
There is no nuance here, nor awareness or sympathy for how uneven the 
playing field could be if someone starts getting messages from dozens or 
hundreds of people telling them to shut up or worse. The answer from 
free-speech hardliners loops back to the idea that anyone who does not 
like it should leave the fandom/community/forum/context it happens 
in, or just not voice opinions that people do not like.

It is telling that the staunchest advocates for permissively interpreted 
free-speech have no interest in all of the measurable ways that women and 
marginalised groups are silenced by the harassment associated with the 
status quo:

Instead, many of these crusaders claim that abusers are simply exercising 
their rights and that women should stop complaining. To sum up this atti-
tude: Free speech is okay for me, but not for you! Shut up or I'll put your life in 
danger by posting your home address on Twitter. (Golding and Van 
Deventer 2016, 99)

As Whitney Phillips argues, this position

calls attention to the ugly side of free-speech, which so often is cited by 
people whose speech has always been the most free—namely straight white 
cisgendered men (i.e., men whose gender identity aligns with cultural 
expectations for their biological sex)—to justify hateful behaviour towards 
marginalized groups. In these cases, claims to protected speech are often less 
about the legal parameters of the First Amendment and more about not 
wanting to be told what to do, particularly by individuals whose perspective 
one doesn't respect.

Just as it places assumptions about free speech in a new and perhaps 
uncomfortable light, trolling also reveals the destructive implications of 
freedom and liberty, which, when taken to their selfish extreme, can best be 
understood as “freedom for me,” “liberty for me,” with little to no concern 
about how these actions might infringe on others’ freedoms. (Phillips 
2015a, 133)

1  INTRODUCTION: THE BREADTH OF HARASSMENT CULTURE… 
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Danielle Keats Citron has vigorously debunked the idea that there is any 
legal basis for extreme free-speech protections even under the First 
Amendment defences enshrined in US law (Citron 2014, 190–225). Far 
from being a slippery slope, she argues that the internet can never reach its 
potential until it is free from groups using the permissiveness of the envi-
ronment to silence others (Citron 2014, 196). Of course, a central part of 
the issue here is that the problematic parts of cultures on and offline sim-
ply do not care about facts, particularly when presented by a woman. What 
matters more than facts to online cultures is being on the right side of yet 
another zero-sum cultural battle where invaders from ‘outside’ are trying 
to force a change to ‘their’ culture.

The people who enjoy what Whitney Phillips calls ‘a position of pure 
privilege’ in online and gaming spaces have noticed that demographics are 
changing around them, and are fighting to retain their privileged position 
against changes that they believe can only erode it (Phillips 2015a, 26). 
Writing about the dynamics surrounding what she calls ‘subcultural-
trolls,’5 Phillips argues that this privilege manifests across a broad range of 
the assumptions which underlie trolling behaviour online:

Needless to say, the power dynamic between the troll and his or her target 
is, and can only ever be, fundamentally asymmetrical. Trolls don't mean, or 
don't have to mean, the abusive things they say. They get to choose the 
extent to which their statements match their personal beliefs; they get to 
establish that they’re just trolling (I complicate this notion of “just” trolling 
in later chapters). Targets of trolling, on the other hand, are expected to 
take trolls at their word, and are only trolled harder if they resist. 
Consequently, trolls exercise what can only be described as pure privilege—
they refuse to treat others as they insist on being treated. Instead, they do 
what they want, when they want, to whomever they want, with almost per-
fect impunity. To call trolling behaviors ethically and ideologically fraught 
would be an understatement, and is a point that must be taken into consid-
eration—in fact, must be taken as a given—in all subsequent discussions of 
trolling. (Phillips 2015a, 26)

One of the reasons that this position of privilege is defended so violently is 
because many of the people involved are both aware of their privilege and 
insecure despite of it (Rubin et al. 2020).

Thus, we can see that the technolibertarian foundation of internet cul-
ture has produced recurring, overlapping themes that add together into a 
profound resistance to change. Firstly, since ‘everyone is equal’ (and 
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equally ‘disembodied’) in online and gaming spaces, intersectional dimen-
sions to identity such as gender, race, and sexuality (among others) are 
argued to not apply. As such, the only people who would bring them up 
have an unwanted and unnecessary political agenda, and are likely to be 
considered inauthentic invaders from outside of the established culture. 
Secondly, since culture is understood as a zero-sum conflict, any victories 
from those seeking change come, by definition, at the cost of those 
invested in the existing culture. As such, anyone seeking change must be 
treated as a potentially existential threat. Thirdly, free-speech is a resource 
with which such incursions can be fought, and since—because everyone is 
equal in online and gaming spaces—it is equally distributed, there should 
be no restraint upon how it is applied to conflicts. Anyone seeking to 
argue this is not true marks themselves as an outsider who deserves to be 
driven away. Lastly, the adherents of these logics are used to operating in 
a context of unquestioned privilege and will attack anyone challenging 
that position—even through questioning it.

However, although so far we have been discussing online and gaming 
cultures, part of the problem that Whitney Phillips identifies is that online 
culture is toxic because it reflects the toxicity of our cultures more broadly 
and cannot be separated from them (Phillips 2015a, 11, 118; 2015b, 
2015c; Shaw 2014).

There is a wide cultural toxicity and hostility towards women and any-
one who does not fit the straight, cisgender, white male ‘default’6 (Banet-
Weiser 2015; Buni and Chemaly 2014; Condis 2015; DePass 2016; Lien 
2013; Massanari 2015, 2018; Phillips 2015a, 42–45, 164; Rubin et  al. 
2020; Salter 2017; Vossen 2018). Harassment of women and anyone 
identifiable as not a straight, white, cisgender male exists across global 
cultures, NOT just those in online spaces, and it thus surfaces within pop-
ular culture as a whole.7 We can see harassment campaigns unfolding in 
the cultures focused around comics,8 music,9 sport,10 online culture,11 
film,12 fiction publishing,13 television,14 tabletop role-playing games and 
board games,15 academia and teaching,16 fandom, in general,17 and the 
wider technology industry.18 These harassment campaigns feature recur-
ring themes in what triggers them and how the people who comprise them 
justify their actions.

If we limit our engagement with toxic cultures marginalising anyone 
who is not the cultural ‘default’ to online spaces, we miss the fact that 
online cultures are a reflection of a much broader social and cultural 
problem.

1  INTRODUCTION: THE BREADTH OF HARASSMENT CULTURE… 
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Having explored some of the context and philosophical reasoning 
underlying cultures of abuse on and offline, the next section examines the 
historical context of coordinated and targeted harassment campaigns.

Contextualising Coordinated Harassment Campaigns

Despite their heightened visibility in recent years, their seemingly distinc-
tive natures and often their own claims to the contrary, it is vitally impor-
tant to understand coordinated harassment campaigns in the broader 
context of toxic cultures on and offline. They are not special or unique: 
they are the most visible tips of an iceberg where toxic cultures play out in 
microcosm.

A simple definition19 of a coordinated harassment campaign is where a 
group of people select a target or targets and try to damage their ability to 
live their lives. This can be through traumatising them directly or trying to 
destroy their reputation, get them fired and so on. The level of coordina-
tion varies wildly. Often it can be as simple as introducing a target to a 
community likely to wish them harm, and then everybody who wishes to 
within the community attacks independently. However, the level of coor-
dination can rise to planned campaigns that develop their own leadership 
structures. What can start as low-effort harassment can grow more organ-
isation as the campaign takes on a life of its own. Some campaigns can be 
very short, and some can be sustained for literal decades.

They are also not a new phenomenon. Danielle Keats Citron tracks a 
number of case studies in Hate Crimes in Cyberspace, including the pseud-
onymous example of ‘Nancy Andrews’ that began while she was studying 
law in 2005 (Citron 2014, 39). An online community of people almost-
certainly comprised of her fellow students were sexually harassing and 
threatening her, and the abuse escalated when she took legal action against 
the forum administrator hosting the harassment community in 2009. The 
harassment was still ongoing in 2011 and had over the years included 
multiple systematic attempts to destroy her reputation and get her fired 
from several different jobs. Kathy Sierra’s harassment began in 2007 sim-
ply in response to her visible online presence as a tech blogger who was a 
woman. The harassment left her afraid to leave her house, it left her afraid 
to stay IN her house after its location was posted online, and it continues 
in various forms to this day (Citron 2014, 35–39; Sierra 2014). In 2007, 
the foundation for what would become the Kiwi Farms20 harassment com-
munity was laid, as people on 4chan began obsessively archiving the work 
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of Christine Weston Chandler or ‘Chris-chan’ in order to mock it and ter-
rorise her (Pless 2016). In 2008, ‘Anna Mayer’ became targeted for abuse 
because she wrote a blog in her spare time about her personal issues. That 
harassment community followed her for many years, tracking her across 
several attempts to delete her identity and start over. It dedicated itself to 
trying to make her unemployable, to frame her as a racist and to endanger 
her by faking accounts in her name asking for rough, non-consensual sex 
(Citron 2014, 1–3). In 2008, a harassment community targeted ‘Zoe 
Yang’ for her work as a sex-positive columnist at her university newspaper, 
following her for years and again trying to destroy her employability, even-
tually driving her offline entirely (Citron 2014, 193). In 2009, a woman 
was attacked and raped in a home invasion after her ex-boyfriend created 
accounts in her name and posted her address and fake fantasies of abuse 
and rape to Craigslist (Citron 2014, 5–6). The year 2010 was distin-
guished by the ‘dickwolves incident’ (Consalvo 2012; Phillips 2012; Salter 
and Blodgett 2012). The webcomic Penny Arcade released a comic framed 
around a rape joke, prompting complaints from several quarters, including 
a rape survivor who announced an intention to boycott the Penny Arcade 
Expo (PAX). The comic’s creators mocked the boycott and the rape sur-
vivor who suggested it. Fans of the comic proceeded to harass and/or 
threaten to rape anyone publicly critical of it or its comedy across several 
years (Stanton 2011). The comic’s creators further added fuel to the fire 
over this period by creating and selling branded ‘Team Dickwolf’ mer-
chandise inspired by the controversy, underlining how normalised rape 
threats and harassment were.21

The year 2012 is an important marker in the lamentable history of 
coordinated harassment, because it represents an escalation in the level of 
organisation applied to delivering harm. The first incident is another case 
where someone delegated abuse to an online community: a woman’s ex-
husband posted images of her and her children next to ads with her address 
titled ‘Rape Me and My Daughters.’ This prompted more than 30 men to 
arrive and demand sex, some of whom tried to break in, forcing the person 
targeted to flee her home and her state with her children (Citron 2014, 6). 
In a second incident, Jennifer Hepler—then a writer for BioWare—was 
targeted for a vast wave of sexist abuse that included direct and specific 
death threats against her and her family (Consalvo 2012; Crecente 2013; 
Golding and Van Deventer 2016, 123–24). The attacks came after the 
already-hostile Reddit gaming community discovered an interview from 
2006 where Hepler suggested that players should be able to skip combat 

1  INTRODUCTION: THE BREADTH OF HARASSMENT CULTURE… 



10

in the same way that they can skip cutscenes, leading the community to 
conclude she was ‘the cancer that was killing BioWare’ (Stanton 2012). 
However, the example with the most visible impact on the development of 
harassment communities was the series of attacks on Anita Sarkeesian in 
response to her Tropes vs Women in Videogames series.

Anita Sarkeesian launched a Kickstarter in May of 2012 to raise 
US$6000 in support of the development of a video series where she would 
explore the ways that problematic tropes tied to the representation of 
women in videogames. It raised its funding within 24 hours and rapidly 
attracted the attention of hostile gaming communities across a number of 
social media platforms and forums (Campbell 2019; Golding and Van 
Deventer 2016, 102–9). They began organising against it: Kickstarter’s 
tool for reporting inappropriate fundraising was abused by mass-reporting 
that claimed the project was anything from fraud to pornography to ter-
rorism in an attempt to get it banned or defunded. Sarkeesian’s Wikipedia 
page was vandalised with sexist, racist and anti-Semitic material,22 includ-
ing pornography, until it was locked. Her pre-existing YouTube videos 
were mass-reported, often also as terrorism, in an attempt to get her chan-
nel and videos taken down. Attackers began sending Sarkeesian photo-
shopped images where she was being raped, and one made and distributed 
a videogame called Beat Up Anita Sarkeesian where images of her face 
were violently assaulted, becoming bruised and bloodied. She continued 
to work despite the campaign, and the Kickstarter raised hundreds of 
thousands of dollars more than she originally asked for. Anita Sarkeesian 
remains an important voice within the analysis and criticism of games cul-
ture, and as of 2020, the harassment has not stopped. It just changed its 
branding and has undergone some ebbs and flows of severity during the 
interim, as will become clear.

The inciting incidents for Gamergate happened in 2014.23 There are 
extensive and deepening resources of academic writing that explores its 
history and origins (Braithwaite 2016; Chess and Shaw 2015; Golding 
and Van Deventer 2016; Jong 2014; Kidd and Turner 2016; Mortensen 
2016; Polansky 2018; Salter 2017; Vossen 2018). I will provide a contex-
tual summary here, particularly since Gamergate and its specific actions 
and dynamics provide such a large number of the examples explored across 
the rest of the book.

Nothing sets Gamergate apart from the other examples of harassment 
discussed previously in the chapter: in terms of its actions, it is not special 
or distinctive. The Rubicon it represents is that it was done with 
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ambitiousness and intent by people who were looking back on everything 
that had gone before, using the attacks on Anita Sarkeesian as a conscious 
model of what they wanted to achieve and recreate (‘a_man_in_black’ 
2014; ‘Poopsock Holmes’ 2014). Most of the previous campaigns had 
been reactive—such as the attacks on Sarkeesian’s fundraiser and Jennifer 
Hepler, and those on anyone critical of the dickwolves incident. Gamergate 
took the scale, scope and organisational structure of those campaigns, par-
ticularly the one against Sarkeesian from just a few years beforehand, and 
combined them with the examples of pre-meditated crimes using the 
internet as a weapon.

In August of 2014, game designer Zoë Quinn was targeted by their 
ex-boyfriend, who published a groundless, counter-factual screed pur-
posefully designed to result in harassment to several different communities 
likely to provide it (Golding and Van Deventer 2016, 139; Pless 2014; 
Polansky 2018). Leena Van Deventer and Dan Golding have described 
the publication as an act of intimate partner abuse delivered via the inter-
net (Golding and Van Deventer 2016, 133). It was designed to harness 
exactly the same hostility and toxicity discussed through this chapter and 
point it at a target: Zoë Quinn is a non-binary person making games from 
a marginalised perspective and was vulnerable to being attacked as an ‘out-
sider’ invading ‘their’ territory. Quinn had already been a target for harass-
ment in 2013 for exactly this reason. The already-hostile communities the 
publication was sent to were primed to believe that Quinn was a threat and 
deserved ‘punishment’ for the false crimes they were accused of.24 Those 
communities reacted as the abuser hoped they would.

The entire ‘Gamergate’ label was created after the fact, in an attempt to 
gain legitimacy in the public eye and justify its prior abuse. The campaign 
of harassment began on 15 August 2014 as ‘the Quinnspiracy’ tied to 
several meme hashtags and it rapidly achieved enough visibility that it was 
being covered in the videogames press. It did not declare itself #gamergate 
until 2 weeks later on 27 August, where it attempted to justify its actions 
as being about ‘ethics in game journalism.’ These claims still exist despite 
the fact that the targets of the campaign were rarely ever journalists 
(Golding and Van Deventer 2016, 151; Wofford 2014), and despite the 
fact that there has never been any evidence presented that the ethical 
breaches Gamergate claims to be responding to ever existed. In fact, 
Gamergate proceeded to systematically attack many venues who were 
writing about actual ethical breaches in videogames, alongside those giv-
ing them serious critical consideration and analysis:
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Journalists who work alone or in a small, informal group are facing more 
risks. They can be pressured to write positively about a game or service lest 
they end up permanently out of favour. The people selling the products 
often have the upper hand over the people who are supposed to be critiqu-
ing them, and they know it.

Yet Gamergate isn't interested in any of this. It won’t take on the PR and 
marketing departments of their favourite companies and ask for 
accountability.

“Gamergate targets those who dare challenge the status quo,” Brendan 
Keogh tells us. “The simple answer in lieu of the really complex and histori-
cal one is that the journalists they think are being ‘unethical’ are those that 
are beginning to think of videogames as cultural artefacts rather than simply 
commercial products.” (Golding and Van Deventer 2016, 154)

During this period, Gamergate was inescapable—and it never really 
stopped. If you were writing critically about games or studying games for 
years after 2014, it was part of your life because the campaign was target-
ing either you or people you knew. The visibility of the attacks had pro-
found impacts in many areas, including discouraging women from studying 
or making games (Cox 2014):

The women asked me how I was dealing with it, and I answered honestly. 
One student said she wasn’t sure she wanted to make games anymore. I said, 
“Me neither, but I think I’m going to keep going until I’m certain I don’t 
want to anymore.” She vowed to do the same, and said how much she 
appreciated my comment. “You’re the only reason I'm sticking around,” 
she said.

Four weeks later, she was changing her degree. “Why make games when 
I can make something else for people that won’t threaten my life?” she 
said to me.

I had no reply. (Golding and Van Deventer 2016, 148)

The campaign attacked people it decided to target, often additionally 
through attacks on their family, friends, co-workers and workplaces. 
Anyone speaking up against it was likewise targeted and would be attacked 
through their family and friends as well (Golding and Van Deventer 2016, 
144–47). The goal of Gamergate—and the goal of all the less well-known 
and visible, though no less damaging, campaigns that targeted so many 
people before, during and since—aimed to silence their targets.25 Many of 
the people targeted describe having been ‘terrorised’ or argue that the 
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campaigns themselves amount to terrorism—sometimes due to the literal 
terror threats of bombings or mass shootings deployed to shut down dis-
cussion.26 Jessica Megarry argues that the goal of online harassment is 
explicitly ‘creating an atmosphere online where [the target] is made to feel 
continually scared, threatened and vulnerable’ (Megarry 2014, 51). Ashley 
Lynch coined the term ‘crowdsourced terrorism’ to describe Gamergate, 
a term taken up by scholars such as Katherine Cross (Cross 2015; Lynch 
et al. 2015), and I consider it a good phrase to describe how these cam-
paigns function.27

An entire era of academic writing about games had to unfold during a 
constant, lowering storm of abuse and threats. Gamergate attacked aca-
demics—preferentially targeting women cited as evidence by men in arti-
cles over the men writing those articles themselves (Golding and Van 
Deventer 2016, 178)—and academic conferences like the Digital Games 
Research Association (DiGRA) as a ‘conspiracy against games.’ Mostly, 
however, it selected targets who were marginalised people. It may have 
begun with Zoë Quinn, but quickly metastasized: Anita Sarkeesian saw 
such a resurgence of harassment and death threats that she had to cancel 
speaking engagements, leave her home and persuade her parents to evacu-
ate theirs for a period, despite not being a journalist or in any way con-
nected to the ‘corruption’ Gamergate claimed to be focused on. Over 
time, it developed a list of primary targets who are well known in discus-
sions of the Gamergate campaign, but there were an untold number of 
other targets who are often overlooked. These lesser-known targets are 
often people belonging to different subaltern groups such as women, peo-
ple of colour and anyone identifiably not-white, plus LGBTQA+ people, 
with particularly vicious antagonism for members of the trans community.

The people targeted by Gamergate endured graphic and credible 
threats of death and rape; their home and work addresses being posted 
online, and being hacked; their friends and family members being abused 
at all hours; their reputations being destroyed and/or being framed as 
paedophiles, terrorists or animal abusers. Once addresses were posted, 
attackers often made specific threats or were physically found at homes 
and workplaces. People were driven offline to escape. And the campaign 
lasted for years, burning people out from sheer exhaustion. Despite being 
declared ‘dead’ repeatedly in the press, attacks just went on and on. As we 
will see, the harassment campaign never properly stopped and still grinds 
away in 2020 and probably beyond. It just changed its branding, in much 
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the same way that the campaign against Anita Sarkeesian evolved into 
Gamergate.

Unfortunately, Gamergate did not just evolve: it went mainstream. 
Steve Bannon, Milo Yiannopoulos and the other neo-Nazis and white-
supremacists who prefer the more neutral branding of ‘alt-right’ (ADL 
2016; Daniszewski 2016; Willis 2016) saw the opportunity presented by 
a tide of angry, violent young white men (Beauchamp and Condis 2019; 
Condis 2018, 2019). Bannon pivoted the online harassment blog Breitbart 
away from mocking gamers and towards giving them targets (Grayson 
2016; Lees 2016; Sarkeesian 2019). Bannon was then invited into 
President Trump’s cabinet. We have seen the impact of the tactics first 
brought to bear against Anita Sarkeesian and then refined in Gamergate 
surface in politics and culture around the world.28 Elliot Rodger murdered 
six people in 2014 after posting a sexist ‘incel’ manifesto online on 4chan 
and has been praised as a ‘saint’ by some online harassment communi-
ties—with further killers directly claiming him as inspiration for their 
attacks on women (BBC 2018a, 2018b; Cecco 2020; Hern 2018).29 Kiwi 
Farms has driven more than one person to suicide and celebrated their 
deaths with a counter on their website (Fogel 2018; ‘lightninggrrl’ 2016; 
Pless 2016; ‘Social Justice Viv’ 2016). 8chan and Kiwi Farms have been 
linked to multiple mass killings that were celebrated in their communities 
(Ambreen 2019; Hankes 2018; Neiwert 2015). The white-supremacist 
attacks on a Christchurch mosque and Islamic centre in Aotearoa in 2019 
are merely the most recent in a series of terrorist attacks fuelled by online 
hate groups taking their actions offline.30

Gamergate never deserved special notability, not for its tactics or for its 
choice of targets, since none of that was new. What it did was become vis-
ible in a way previous harassment campaigns had not, and that told a wide 
range of bad actors that these tactics worked, and were repeatable.

Without intervention, they are never going to go away.

Where We Go from Here

There are a number of ways that all of this was avoidable, or at least miti-
gatable, and they are interlinked.

In the case of Gamergate, many figures involved in the attacks have 
highlighted the extent to which both the videogames press, game compa-
nies and game store platforms refused to engage with the problem 
(Golding and Van Deventer 2016, 164–67; Sarkeesian 2019). The 
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Gamergate community was relentlessly focused on terrorising anyone who 
did not fit the straight, white, cisgender male model of ‘a gamer,’ and all 
of their talk about ethics was just justification after the fact—but they did 
believe they were defending games from invaders. As Leena Van Deventer 
and Dan Golding have argued,

How differently the situation might have played out if the people in power-
ful industry positions had all come out in force as a united front. How dif-
ferently it might have gone down had they said at the start: “If you believe 
that this harassment campaign is okay, don’t buy our games. Get out. We 
don’t want you in our community—you’re not welcome here.” (Golding 
and Van Deventer 2016, 166)

Instead, the platforms and the game companies ignored the problem and 
threw individual staff members under the bus when targeted by the mob—
actually taking steps backward from how BioWare handled the attacks on 
Jennifer Hepler, since the company publicly supported her in 2012 
(Stirling 2012). Lana Polansky has argued that in the years since Gamergate, 
the industry has started to use the threat of harassment campaigns as a 
control measure against their own staff as part of systematic anti-union 
efforts (Polansky 2018).

Effectively, the problem is that the industry makes money from the 
people doing the harassment campaigns and that harassment does not 
impact their bottom line. Persuading the groups that are framed as author-
ities important to the identities at the heart of harassment campaigns to 
get involved in future could in theory have a substantial impact. However, 
as we have seen, the movement of Gamergate-style tactics into the main-
stream means that often harassment campaigns are attacking on behalf of 
some combination of naked anti-Semitism, white-supremacy and national-
ism, racism, homophobia and/or transphobia. At that point, there is no 
one in authority tied to those identities who would do more than cheer for 
the mob’s progress.

The focus of this book is on two central spines: firstly, if we can under-
stand the community structures and internal dynamics common to online 
harassment campaigns, we will have insights on how to prevent or limit 
their impact in future. Secondly, it is vital to understand the role played by 
the spaces that harassment campaigns unfold within, and the resources 
those campaigns turn into weapons: online communication platforms 
themselves. As will be illustrated in more detail later, the design of online 
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spaces already shapes the community structures and internal dynamics of 
online harassment campaigns, together with how they attack their targets. 
I argue that it is possible to change the design of online spaces and social 
media to limit the extent to which they can be turned into weapons, and 
this would have a significant impact on online culture. One of the rallying 
cries from Leena Van Deventer and Dan Golding is as follows:

Maybe it’s most useful not to look at a chronology of abuse to work out 
what’s encouraging such behaviour, but rather to look at the systems sur-
rounding this abuse. What stays the same over the years? The targets change. 
The harassers change. But the systems that harbour the behaviour of the 
harassers haven’t changed enough. (Golding and Van Deventer 2016, 101)

Golding and Van Deventer are speaking here to systems like the homoge-
neity of white male leadership in tech companies who do not take the 
problem seriously. However, although that is vitally relevant, I believe 
their statement also holds true for the design of the literal systems through 
which online abuse is delivered.

Currently the companies which run social media spaces like Twitter, 
Reddit, Facebook and others have been similarly unmotivated to engage 
with the problem as videogame companies were for Gamergate. In this 
case, the problem is more foundational: they do not simply make money 
from the people abusing targets using their platforms, they make money 
from the abuse itself.

The purpose of this book is to explain what we could do differently for 
a better, safer internet, and why social media companies will not do so 
without either massive consumer pressure or external regulation.

In Chap. 2, I explore danah boyd’s concept of ‘networked publics’ and 
their critical context in detail, then connect them to studies engaging with 
understanding online harassment. Not only are networked publics a foun-
dational concept for understanding online communication, but they can 
help illuminate how the fundamental designs of online spaces are being 
turned into weapons used against marginalised groups. The chapter 
explores these dynamics through a series of examples, such as the behav-
iour of ‘blocking’ tools in different contexts, Adrienne Massanari’s explo-
ration of how Reddit’s design encourages the creation of what she calls 
‘toxic technocultures,’ and social media platforms designed so that their 
core economy monetises abuse directly.
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In Chap. 3, ‘Exploring the Overlap Between Hatemobs and ARGs,’ I 
argue that online harassment campaigns function as autonomous alternate 
reality games (ARGs) with no external leader or guidance. This chapter 
defines the structure and context of a ‘normal’ ARG before exploring a 
series of angles in which ARGs and online hatemobs overlap.

Chapter 4, ‘Gaming the Rules’ explores another way that ARGs and 
online harassment overlap: members of both kinds of community learn 
both social and technological ‘rules’ in order to manipulate them as part 
of ‘playing the game.’ This chapter explores these dynamics in detail 
because they present by far the most complex examples for consideration. 
These examples highlight the extent to which purely technological solu-
tions are doomed to failure because they will simply represent new systems 
to ‘game’ or otherwise miss social dimensions to the problem.

Since the previous two chapters have identified the ways that crowd-
sourced terrorism and the harassment communities which create it func-
tion like ARGs, Chaps. 5 and 6 explore how we can use that knowledge to 
combat them and their influence.

Chapter 5, ‘Problematic Tools and Platform Complicity,’ examines cur-
rent tools being used to fight harassment and why they can cause prob-
lems or become weaponised for harassment themselves. Additionally, it 
unpacks the ways that social media platforms are currently unmotivated to 
fix these problems because they directly profit from abuse.

Chapter 6, ‘Reshaping the Landscape,’ is grounded in an online eth-
nography of people who have survived harassment campaigns. It presents 
options that would limit the effectiveness of harassment communities in 
future by treating them as ARGs.

In May 2019, a coalition of countries and technology companies met in 
Paris to discuss ways that the internet and social media have been used to 
coordinate, inspire and organise terrorist attacks, such as the attack on a 
Christchurch mosque and Islamic centre in Aotearoa. The concluding 
chapter, ‘The Christchurch Call to Action Summit and What Follows,’ 
discusses the Summit, the ways that it shows promise and the ways that it 
does not go far—or specifically—enough into what will happen next. It 
finishes with some proposals for trying to improve the status quo.

However, before we can improve the status quo, we need to under-
stand it. Chapter 2 begins that process by exploring danah boyd’s tools for 
understanding how the mediation provided by social network platforms 
and online spaces shapes culture online.
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Notes

1.	 This book will name as few of the people directly responsible for acts of 
terrorism and abuse on and offline as possible, because they do not deserve 
recognition for their crimes.

2.	 Across the book, I move between referring to harassment campaigns and 
harassment communities because there is functionally no distinction 
between the two: harassment communities form harassment campaigns. I 
tend to refer to harassment communities when looking at social dynamics 
and harassment campaigns when focusing on their actions and achieve-
ments, but there is not a discrete line—as will be discussed in later chapters.

3.	 As Terry Flew notes, these discourses are so pervasive that early studies of 
the internet and digital culture bought into them and tended to focus on 
whether technologies were ‘good’ or ‘bad’ (Flew 2005, 21). As Adrienne 
Shaw and Wendy Chun argue, they lacked any nuanced engagement with 
the ways new technology related to and reproduced existing structures of 
power (Chun 2005, 30; Shaw 2014, 274).

4.	 Megan Condis argues that this idea of cultural ‘ownership’ defaulting to 
straight, cisgender white men makes that demographic easily recruited to 
active white-supremacy: people who already vehemently believe that out-
siders are coming to take their videogames, for example, are easy to per-
suade that ‘foreign cultures’ are coming to steal their country and/or 
culture (Beauchamp and Condis 2019; Condis 2019).

5.	 The ‘subcultural trolls’ that Phillips discusses is a group with substantial 
demographic and philosophical overlap with online harassers and other 
privileged groups online, though one which should not simply be col-
lapsed in with them (Phillips 2015a, 2). Phillips argues that ‘trolling’ is a 
term which obscures a wide variety of different forms of behaviour under 
one vague umbrella and which both minimises the impact on the people 
targeted and suggests they are somehow at fault (Phillips 2013, 2014, 
2015b; Shepherd et al. 2015, 3). As such, careless and over-broad use of 
‘trolling’ to describe any online wrongdoing does nothing but serve the 
strategies of bad actors online. Instead, Phillips argues we should focus on 
the behaviour, rather than the identity: someone engaging in violently 
misogynist behaviour online is a violent misogynist, for example, no matter 
if they claim to be doing so to troll, or to be ‘ironic’ (Phillips 2015a, 97; 
2015b), and this is the strategy embraced in this project.

6.	 See also able-bodied, neurotypical, allosexual, alloromantic and a great 
many more besides, since the presumed ‘default’ excludes multitudes.

7.	 The citations that follow are intended as a small representative sample of 
relevant issues in different facets of popular culture.
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8.	 See Asselin (2014); Berlatsky (2018); ‘@CJPendragon’ (2018); Edidin 
(2012); Elbein (2018); Leon (2018); MacDonald (2016)).

9.	 See Mayberry (2013).
10.	 See NZ Herald (2016).
11.	 See boyd (2016); Doyle (2014); Gardiner et al. (2016); Grayson (2020); 

Jane (2017); Lenhart et al. (2016); Meyer and Cukier (2006); NZ Herald 
(2015); Shaw (2014); Taub (2016); Valenti (2016).

12.	 See Bordoloi (2015); Cox (2015a, 2015b); Howard (2015); Jaworski 
(2015); Lynch (2016a); O’Neil (2015); Rozsa (2014).

13.	 See Chu (2015); Cox (2015b); Flood (2015); Waldman (2015); 
Wendig (2018).

14.	 See Gunn (2013); Lane (2016).
15.	 See Aidley (2018); ‘De Scriptorice’ (2016); Kreider (2015, 2016); 

Matijevic (2015); Welch (2014).
16.	 See Campbell (2016); Flaherty (2016); Holpuch (2013); Marcotte 

(2013); Massanari (2018); McFarlane (2016); Nilan et al. (2015, 2–3).
17.	 See Berlatsky (2013); Letamundi (2012).
18.	 See Banet-Weiser and Miltner (2016); McEwan (2013); Salter (2017); 

Wood (2016).
19.	 Which will be complicated and explored in more depth in later chapters.
20.	 Not formally named Kiwi Farms until 2014 (Pless 2016).
21.	 This also qualifies as one of the more visible early examples of monetising 

harassment directly.
22.	 For no reason other than the racist and anti-Semitic assumptions of the 

people leaving the insults, which is itself telling (Golding and Van Deventer 
2016, 108).

23.	 A comprehensive timeline of events is available here: https://www.reddit.
com/r/GamerGhazi/wiki/timeline (‘A Comprehensive Timeline of 
Gamergate, with Sources’ 2016).

24.	 The claims in question were even debunked by the man who started the 
abuse in the first place, after the absence of any facts to support it became 
clear, and after it was too late for his correction to matter in reducing the 
attacks—see note for August 16, 2014  at the following resource: (‘A 
Comprehensive Timeline of Gamergate, with Sources’ 2016).

25.	 See boyd (2007); Citron (2014, 27, 153–55, 161, 196); Cox (2014); 
Cross (2014a); Frank (2014, 2015); Geiger (2016); Golding and Van 
Deventer (2016, 97, 99, 107–8, 117, 144–46); Jane (2014); Megarry 
(2014); Rubin et  al. (2020); Sarkeesian (2012, 2016); Shaw (2013); 
Shepherd et al. (2015); Taub (2016); Walschots (2015).

26.	 See boyd (2007); Citron (2014, 45–50, 104); Cooper (2014); Cross 
(2014c, 2014b, 2015); D’Argenio (2014); ‘De Scriptorice’ (2016); Frank 
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(2015); Jane (2017, 3, 5); Kunzler (2014); Lee (2014); Marcetic (2014); 
Neugebauer (2014); Olson (2014); Thériault (2015).

27.	 Brianna Wu prefers the phrase ‘emotional terrorism’ (Cohen 2015) on the 
grounds that it is insensitive to the victims of political terror campaigns to 
call harassment campaigns ‘terrorism.’ However, I argue it is an appropri-
ate fit: as noted, many references support calling harassment campaigns like 
Gamergate terrorism (Cooper 2014; Kunzler 2014; Lee 2014; Marcetic 
2014; Thériault 2015). In addition, a colleague who wishes to remain 
anonymous said that Gamergate reminded them of life during the Northern 
Ireland terror campaigns. They described an awareness of heightened, 
immediate and constant threat which interfered with the ability to live life 
normally and where everyone was aware that attracting negative attention 
meant it was likely to overflow onto their family and friends—as would 
standing up for anyone else being targeted.

28.	 See Cross (2016); Eichenwald (2016); Flaherty (2016); Fleishman (2016); 
Grove (2016); Lavin (2019); Lynch (2016b); Markus (2016); McCormick 
(2016); Megarry (2014); Müller and Schwarz (2018); Penny (2016); 
Polansky (2018); Resnick (2016); Resnick and Collins (2016); Rupar 
(2016); Sarkeesian (2019); Taub and Fisher (2018); Wagner (2014); 
Walter (2016).

29.	 Incels have been categorised as a terrorist group by the Canadian govern-
ment and Royal Canadian Mounted Police (RCMP) (Bell 2020).

30.	 Kiwi Farms gleefully hosted the live-streamed video of the white-
supremacist terrorist attack against Christchurch mosques in 2019 and 
refused to take them down once challenged by New Zealand police.
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CHAPTER 2

Networked Publics of Abuse

The design, conceptualisation and implementation of online spaces are 
not neutral to the cultures that form and grow within them. danah boyd 
introduces the concept of a ‘networked public’ to explore the ways that 
mediation impacts culture:

Networked publics are publics that are restructured by networked technolo-
gies. As such, they are simultaneously (1) the space constructed through 
networked technologies and (2) the imagined collective that emerges as a 
result of the intersection of people, technology, and practice. (…)

While networked publics share much in common with other types of 
publics, the ways in which technology structures them introduces distinct 
affordances that shape how people engage with these environments. (…)

As a result, new dynamics emerge that shape participation. (…)
Networked publics’ affordances do not dictate participants’ behavior, 

but they do configure the environment in a way that shapes participants’ 
engagement. (boyd 2011, 39)

The analysis across this book is grounded in the premise that since online 
spaces are publics shaped by networked technologies, it is possible to 
assess how the affordances provided by those networked technologies 
impact the kind of public they produce. In this specific context, it is pos-
sible to analyse how those affordances encourage the formation of hate-
mobs, or how affordances could potentially be applied by them as 
harassment tools. It is important to flag that boyd’s framework for 
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understanding networked publics understands them as emergent struc-
tures: although the design of online spaces absolutely dictates what can 
and cannot happen within them,1 communities respond to those designs 
and are shaped by them, but not dictated by them.

This is not to say that what emerges in social network sites is simply deter-
mined by the technical affordances or that the dynamics described here pre-
dict practices. Rather, participants are implicitly and explicitly contending 
with these affordances and dynamics as a central part of their participation. 
In essence, people are learning to work within the constraints and possibili-
ties of mediated architecture, just as people have always learned to navigate 
structures as part of their daily lives. (boyd 2011, 55)

Although this has always been true and is intuitive for anyone who has 
spent time online, it is also clear that little scrutiny is applied by social 
media platforms and online companies to how their designs could be 
abused by bad actors actively looking for tools or traps. It is very clear that 
these companies spend a substantial amount of time and energy consider-
ing how to design networked publics for the audiences that they intend to 
attract, as Amanda Friz and Robert W. Gehl have illustrated in the case of 
Pinterest (Friz and Gehl 2016):

As the new user signs up, she or he is isolated from the rest of the site. Other 
users are not mentioned during the tutorial, nor are new users shown how 
to see who’s following them or how many followers they have. New users 
cannot see who else is on Pinterest or what they have pinned until after fin-
ishing the sign-up process and tutorial. Instead, the focus is placed squarely 
on the neophyte’s own particular interests and passions. When new users are 
asked to select their first pins and first boards, there is no indication of what 
is popular or even what new users typically select. There is only a list of 
broad possibilities. Current users can invite friends to join Pinterest (and 
indeed this was the only way to join Pinterest for the first years of its exis-
tence), but that person’s interests and boards are not mentioned at all dur-
ing the tutorial, nor is there any description of how to find that friend among 
the vast number of Pinterest users once the tutorial is over. Contrast this 
with, say, Facebook where users can see not only what interests their friends 
have liked but also how many likes a particular business, product, or hobby 
has received. On Pinterest, these typical avenues for competition (gathering 
followers, starting trends, consuming popular products, developing cliques) 
are downplayed or outright ignored during the tutorial. In this way, the site 
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shapes expectations as much as by what it hides as by what it demonstrates. 
Although there are many possible ways a user can utilize Pinterest and 
behave while on the site, the path of least resistance, the one that is scripted 
into the tutorial, is one that isolates users into singular minds invested in 
their own personal interests. (Friz and Gehl 2016, 691–92)

Friz and Gehl argue that Pinterest’s de-emphasis on competition, its atten-
tion on what are socially understood as feminine hobbies in personalised 
spaces, and policy documents designed to be both inaccessible and a 
starkly different aesthetic all combine to imply an ‘ideal, feminised subject’ 
(Friz and Gehl 2016, 699). There is nothing requiring men not to use the 
site, or forcing women to, but the design creates an intentional ‘path of 
least resistance’ to encourage a primarily feminine community—explicitly 
because that ties into the site’s business model (Friz and Gehl 2016, 699). 
One of the central tensions that this book returns to is that despite the 
clear extent to which platforms consider the ways that their underlying 
design can intentionally shape communities for profit, there is a corre-
sponding lack of motivation to consider how their designs encourage or 
shape harassment.

This chapter will explore examples of how small differences in the 
design of online spaces have had an impact on the communities that form 
within them, with particular emphasis on Adrienne Massanari’s analysis of 
Reddit. It will then examine case studies where safety was sacrificed in 
pursuit of profit and compare them to examples where the business model 
of the platform is explicitly based on harassment.

The Politics of Networked Publics

A simple example of how a change in affordance has an impact on both 
culture and harassment can be seen when examining how the behaviour of 
‘blocking’ tools work in different spaces online.

•	 Twitter:
–– Blocked accounts are invisible to the user blocking them.
–– User’s posts are invisible to blocked accounts (As will be discussed 

in more depth later, blocking tools frequently only affect specific 
user accounts—meaning they can be easily circumvented by log-
ging out.).
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–– Blocked accounts get a message stating they have been blocked if 
they check the user’s profile.

•	 Reddit:
–– Blocked accounts are invisible to the user.
–– User’s posts are visible to blocked users.

•	 Pillowfort.Social:
–– Blocked accounts are invisible to the user blocking them.
–– User’s posts are invisible to blocked accounts.
–– Blocked accounts cannot find the user’s account profile in searches 

and get no message confirming a block—effectively you cease to 
exist to each other.

–– Users have control over whether anyone can see their posts when 
logged out.

On Twitter,2 bad actors framed their ‘opponents’ blocking them as 
‘admitting they lost the argument’ and would take screen captures of the 
block message as evidence of their victory. On Reddit, blocking someone 
means that if they follow you between subreddits or threads abusing you 
or posting your personal information, you won’t be able to see what they’re 
doing. As can be imagined, these distinct affordances have a large impact 
on the networked publics they are associated with.3

There is a deepening collection of work that argues the decisions 
involved in creating online spaces are innately political. These works 
explore how the design of those spaces directly shape the purposes to 
which they are used (Bivens and Haimson 2016; Busch and Shepherd 
2014; Duguay 2016; Friz and Gehl 2016; Gehl 2015a, b; Gillespie 
2010, 2015; Kennedy et al. 2016; Milan 2015; Oakley 2016; van der 
Nagel 2013, 2017; van der Nagel and Frith 2015). In addition to this 
body of work, scholars have been applying these tools to the specific 
questions of how the affordances of online spaces shape online 
harassment.

Adrienne Massanari has produced a rich and extensive analysis of the 
ways that Reddit’s design has produced a networked public that quali-
fies as a ‘toxic technoculture,’ showing insights into how and why 
Reddit became a core organisational hub for Gamergate (Massanari 

  K. VEALE



39

2015). She highlights the ways that Reddit encourages an impression 
that the site reflects a straight, white, cisgender male ‘geek’ default 
through default subreddits that all accounts are initially subscribed to, 
which reflect geek interests. As a result, these are the largest subreddits 
on the site. Posts and their subreddits are more likely to become visible 
to the site overall if they receive more upvotes and activity, which is 
more likely to happen in larger subreddits. This produces a dynamic by 
which people who do not see themselves or their views reflected in the 
dominant cultures of the site choose not to participate, reinforcing the 
existing dynamics (Massanari 2015, 9–10). Given how often subreddits 
that are explicitly hostile to people outside the cultural default become 
endorsed through popularity, such as /r/fatpeoplehate, which is dedi-
cated to shaming people deemed overweight, or /r/niggers (banned in 
2013, immediately reborn as other subreddits), that endorsement fur-
ther communicates to marginalised people that Reddit is not for them. 
Attempts by Reddit to correct the problem by changing the default set 
of subreddits that new accounts were subscribed to backfired because 
people chose to harass and mass-downvote rather than unsubscribing to 
things they did not want to engage with (Massanari 2015, 10). This 
shows the current state of the networked public at heart: tolerant of 
material that drives away people from outside the presumed straight, 
white, cisgender male default, and actively antagonistic to material from 
those groups. There were design decisions which would have helped at 
least make these dynamics less likely, but now that they are established, 
the networked publics produced within them have inertia and have 
demonstrated a resistance to change.4

It is also necessary to explore how different distinct networked publics 
can flourish conjoined onto one primary platform, shaped by the design of 
third-party software. For example, Casey O’Donnell and Mia Consalvo 
argue that the affordances of social media tools like TweetDeck, Hootsuite 
and others change the underlying networked public of Twitter, including 
in ways that played a central role in how Gamergate organised (O’Donnell 
and Consalvo 2015). These tools offered ways to change the default struc-
ture of the Twitter feed through channels that only existed at the level of 
hashtags, rather than the more formal structures provided by forums.5 
The Gamergate community used these spaces to plan and form their 
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communities. The same tools allowed for the easy management of many 
parallel accounts, helping with the rapid rotation of accounts as each one 
was blocked by a given target, maintaining access and pressure. Additionally, 
they also made access to and surveillance of those targets easier, since it is 
possible to create channels entirely focused on what one person posts. 
O’Connell and Consalvo argue that the design of social media tools like 
TweetDeck contributed to the fact people could contribute to Gamergate 
as play, albeit play with terrible consequences for the people targeted 
(O’Donnell and Consalvo 2015, 2).

Another dimension of designing networked publics with huge conse-
quences on the communities that form within them is commercial. Robert 
W. Gehl considers the role that money plays in shaping the affordances of 
social media and online spaces, as he compares the underlying design prin-
ciples of traditional, corporate social media (CSM) spaces to those pro-
vided by alternative social media (Gehl 2015b). One of Gehl’s conclusions 
is that as soon as advertising and online economies are one of the bedrock 
principles that an online space is designed around, the experience of users 
becomes a secondary concern (Gehl 2015b, 5–6).

Where Harassment Is the Business Model

User experience being trumped by the pursuit of profit is also visible in the 
multiple social media platforms and online spaces being designed for 
abuse, so that affordances optimised for harassment or non-consensual 
surveillance are part of the intended attraction for their audience. For 
example, an iOS app called ‘Girls Around Me’ generated a live map based 
on the publicly accessible Facebook and Foursquare information belong-
ing to women in a radius around the user, allowing the user to read their 
interests and potentially their exact physical location.

Okay, so here’s Zoe. Most of her information is visible, so I now know her 
full name. I can see at a glance that she’s single, that she is 24, that she went 
to Stoneham High School and Bunker Hill Community College, that she 
likes to travel, that her favorite book is Gone With The Wind and her favorite 
musician is Tori Amos, and that she’s a liberal. I can see the names of her 
family and friends. I can see her birthday.

(…) So now I know everything to know about Zoe. I know where she is. I 
know what she looks like, both clothed and mostly disrobed. I know her full 
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name, her parents’ full names, her brother’s full name. I know what she likes 
to drink. I know where she went to school. I know what she likes and dis-
likes. All I need to do now is go down to the Independent, ask her if she 
remembers me from Stoneham High, ask her how her brother Mike is 
doing, buy her a frosty margarita, and start waxing eloquently about that 
beautiful summer I spent in Roma. (Brownlee 2012)

As John Brownlee discusses, part of the problem is that ‘Girls Around Me’ 
was not—technically—doing anything wrong. It was making use of publicly 
accessible ‘application programming interfaces’ (APIs) from Facebook, 
Foursquare and Google Maps, and using them to display information from 
Facebook accounts which the users could theoretically opt out of sharing. 
The problem is how exposed people are in practice by the rapid changes of 
complex privacy options on these platforms, changes which are functionally 
designed to discourage anyone from taking more than a cursory interest in 
how they work. The fact that the business models of these platforms depend 
on allowing advertisers and other parties to gather information on the peo-
ple using them is extremely relevant: what matters is whether the informa-
tion can be accessed for potential sale, not what anyone might then do with 
it. And ‘Girls Around Me’ illustrates how trivially easy it is to put different 
sets of information together in ways that expose women to significant risks.6

Burnbook is another app which places people at risk in order to profit 
from the resulting traffic. It is targeted at teenagers and allows users to flag 
other people within the app in order for the broader audience of app users 
to make anonymous comments about them (Graber 2015; Turner 2015).7 
It is possible to create pages for anyone, whether or not they have an 
account on Burnbook themselves, meaning that there is no need for them 
to consent to their involvement or even be aware that it is happening. All 
comments are anonymous, even though the people being flagged for dis-
cussion are decidedly not. The app also helps to narrow the audience to 
specific contexts, since you tie it to a ‘community’ at a given school, and 
people at that school will see posts related to it. This raises the chances that 
the person being commented on will be known to the people using it, and 
know them—but be unable to identify them because of anonymity. 
Although the app is theoretically age-limited to people 18 or older (or 17 
with parental permission), Diana Graber found ‘communities’ for schools 
with children far younger than the threshold—PreK-12, middle and high 
schools, in the American context (Graber 2015). In a surprise to no one, 
mostly Burnbook was used as a hub for online bullying and harassment, 
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and caught broader attention after anonymous threats of school shootings 
at specific schools were made using the app. It is hard to see how the foun-
dational utility and affordances of Burnbook could have been understood 
as anything other than encouraging harassment. The fact the app is free to 
download suggests that its business model is about gathering targeted 
information tied to the communities people create within it—specifically 
schools. Those users can then be sold advertising based around knowing 
their location, even if they are fundamentally anonymous. The ability to 
abuse people anonymously is the hook, and people will need to get the 
app themselves to check if they are being targeted. In both directions, 
abuse is the motivation for people to begin using it.

Peeple is an app that takes Burnbook’s premise and attempts to mone-
tise it further from several different angles. The basic premise behind 
Peeple is that if you know someone’s phone number, you can create an 
account for them through the app. Once an account is created, anyone 
using the service can rate them and leave reviews, leading the app to be 
described as ‘Yelp for people.’ The people rated do not need to consent to 
having an account created for them and will be spammed with text mes-
sages to tell them about the account and any updates—again, without 
their consent (Dawson 2015, 2016; Perez 2016). In effect, the app is an 
open door that can be used to expose people to abuse from the internet, 
over which they have no control. Peeple goes further into directly mone-
tising harassment than Burnbook did, since people are only able to hide 
‘their’ reviews by creating an account on the app. Creating an account 
automatically agrees to terms of service that grants Peeple complete rights 
to use content related to ‘your’ reviews in any way they wish in perpetuity 
(Perez 2016). Worse still, the app will show reviews that users have hidden 
to anyone with a paid subscription, directly monetising abuse (Dawson 
2016; Perez 2016). Effectively, abuse or the potential of abuse drives peo-
ple onto the app, which gives the app legal protection against complaints, 
and those individuals most invested in harassment are core to the busi-
ness model.

Social Autopsy is both a more and less extreme example of an app com-
mercially fuelled by harassment: it is more extreme because its ‘hook’ is 
itself a tool for harassment, rather than an attempt to monetise other peo-
ple’s harassment. The creators attempted to raise funding for a service 
which would allow people to submit personal information that would 
publicly identify ‘online bullies and trolls,’ essentially functioning as a 
commercial doxxing8 database. The short-sighted and unreasonable 
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justification for the app was a dogged insistence that the only people who 
would be targeted were themselves ‘bad’ (Cluley 2016; Harper 2016; 
Owens 2016). It is less extreme only in that Burnbook is clearly framing 
its business model around harassment on purpose, whereas the creators of 
Social Autopsy were wilfully ignorant of the realities for how the service 
could easily be abused.9

Beyond these examples, the worst offenders are the broad spectrum of 
sites discussed by Danielle Keats Citron that encourage people to submit 
intimate photos and videos online without the consent of those involved 
as ‘revenge porn.’ The business model of the sites includes charging peo-
ple to have their imagery removed from public view. Revenge porn sites 
functionally encourage (or, at minimum, provide spaces to facilitate) both 
criminal harassment and then blackmail to hide it (Citron 2014, 25, 
175–77). However, corporate social media and more mainstream online 
spaces also have financial motivations not to stop the harassment delivered 
via their networks, since it drives engagement and account creation 
(Golding and Van Deventer 2016, 101; Kuchera 2014; Lewis 2018, 
41–43; Lynch 2016; Saitta 2015; Salter 2017; Warzel 2016). Given the 
different sizes of audience and scales of impact involved, their complicity 
is all the more serious given the greater impact their services have on social 
discourse online, as will be discussed in later chapters.

The design of social networks and online spaces has a substantial impact 
on the kinds of communities which can form within them, an emergent 
property that danah boyd understands as ‘networked publics.’ Substantial 
resources are invested by online companies to understand how they can 
shape the networked publics they become home to via the affordances 
they provide in order to profit from them. However, one consequence of 
this focus on profit is that many social networks are either tolerant of abuse 
or seek to use it as an enticement to use their products. Studying the affor-
dances of online spaces and the dynamics of how people engage with them 
is vital for understanding the breadth, impact and techniques of online 
harassment, along with how it can be limited in future. The next chapter 
will examine harassment communities in more detail, particularly the ways 
they function as autonomous alternate reality games in how they adapt 
themselves and the affordances they are surrounded by for the purposes 
of abuse.
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Notes

1.	 Lawrence Lessig’s dictum that ‘code is law’ certainly applies here 
(Lessig 2006).

2.	 And Google+, while it was active.
3.	 Pillowfort is discussed as a specific case study in Chap. 6.
4.	 It is important to note that Reddit is a collection of networked publics that 

can have very different dynamics and community ‘feel.’ As will be discussed 
later, this both builds space for people to make something new and puts 
those new areas at risk if they come to the attention to the site overall, pre-
cisely because of its antagonism to them.

5.	 Much of this functionality has been folded back into Twitter itself in the 
intervening time, meaning that there is now  less distinction between the 
networked publics of Twitter and social media tools like TweetDeck.

6.	 John Brownlee notes that the ‘Girls Around Me’ app was rapidly banned 
from Foursquare and then the Apple iOS store after he wrote about it. Until 
then, he argued that the app functioned as an object lesson regarding how 
vitally important, and invisibly undermined, privacy has become. It was an 
example that barely anyone would argue was not crossing important lines on 
privacy and personal safety, and the fact that everything it was doing was 
legal was clearly worse rather than better.

7.	 Anonymity is not the cause of harassment, nor is preventing anonymous 
engagement a solution—as will be discussed in more depth in Chap. 5.

8.	 Also written as doxing, this is releasing private information and making it 
public as a way to encourage harassment (Golding and Van Deventer 2016, 
97), which will be discussed in more detail in Chap. 3.

9.	 Candace Owens, one of the central figures behind Social Autopsy, was later 
identified as part of a network of ‘alt-right’ influencers on YouTube by 
Rebecca Lewis (Lewis 2018, 10, 21, 46).
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CHAPTER 3

Exploring the Overlap Between Hatemobs 
and ARGs

The last chapter discussed ways that the design of online spaces helps 
shape the communities that form within them. This chapter will begin by 
exploring alternate reality games (ARGs), since they are communities 
where members move between multiple networked publics on different 
platforms while still retaining a shared sense of identity. As a result, the 
design of online spaces significantly contributes to the community dynam-
ics of ARGs, and this is something that ARG communities are themselves 
aware of: it is part of what they respond to in choosing spaces to work 
within. The reason that ARGs make for a useful starting point for the dis-
cussions in this chapter is that functionally, there is absolutely no structural 
difference between an ARG and a harassment community: the only dis-
tinction lies at the level of their goals. An ARG is collectively solving prob-
lems in service of advancing a broader story that they are invested in, 
whereas a harassment community is collectively solving problems in ser-
vice of ruining the lives of the people they target.

This chapter will explore different facets of how the modes of engage-
ment associated with ARGs make them distinctive experiences and then 
examine how each of those facets is relevant to understanding how online 
harassment campaigns function. First, however, it is worth establishing a 
brief baseline of how ARGs typically operate before we begin to unpack 
their anatomy in more depth and then explore the ways that anatomy is 
relevant to understanding harassment campaigns.
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Understanding Alternate Reality Games

What makes ARGs unique as a storytelling form is that they do not have a 
discrete and singular textual structure, or even one with a boundary. ARGs 
are innately transmedia texts spread across multiple media platforms, each 
likely to be using multiple websites and sub-texts within different media 
environments. All of the constituent elements which contribute to a given 
ARG are concealed far and wide in order to provide material for disparate 
subcategories of audience, who then connect it together as part of the 
community’s engagement with the game (Veale 2012, 180). As a result, 
ARGs are defined by processes of affective engagement rather than textual 
structure, because they can be constituted by any form of textual engage-
ment common to the internet at large. For example, when you read and 
respond to an email at work, the experience has a particular affective tone 
associated with it. However, if you were sneaking time to read an email at 
work that connected to an ARG you were part of, that would be a distinc-
tive experience—and the fact you were sneaking time would be part of 
what set it apart. However, there is no difference in terms of the processes 
of textual engagement involved: in both cases you are reading text on 
screen and then responding to it to the best of your ability (Veale 2012, 
180–81; 2013). To an external observer, there is no difference in what 
you are doing, whereas for people involved with the game, the two experi-
ences are very distinct.

Speaking generally, the experience of an ARG begins when someone 
encounters something interesting or unusual enough to prompt them to 
explore it further, leading to further connections. Dave Szulborski refers 
to these as ‘rabbit holes’ (Szulborski 2005). An example from the world of 
traditional ARGs was when a patched update to the videogame Portal 
(Valve 2007) meant that if players carried clock-radios into different parts 
of the game world, the radios would play distorted noises. The individuals 
who go down one of these rabbit holes then find themselves exploring 
alongside other people online, trying to discover what is going on. They 
then work to solve the puzzles they are presented with as an individual 
within a wider community in order to make progress through the story, 
each participant contributing with their own skills. The only ‘edge’ to the 
text is what the individual members of the community collectively believe 
might be relevant to it: as such, it is in a constant state of flux, and there 
are always ongoing arguments within the community as to what might be 
relevant. In the context of the Portal puzzle, one example would be the 
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people who processed the code of the sounds through steganography soft-
ware, uncovering that they were badly distorted ASCII images that hinted 
at the official announcement for Portal 2 (Meer 2010a, b, c; Veale 2012, 
209–11). Many other people were trying their own approaches to decod-
ing the same information, effectively competing to be the best detectives. 
Another example comes from the I Love Bees ARG (S. Stewart et al. 2004), 
where the community had to try and discover the relevance of hidden 
numbers discovered in website code:

An explosion of creative experimentation with the data ensued. Some play-
ers plotted the GPS points on a United States map in the hopes of revealing 
a connect-the-dot message. Others projected the earthbound coordinates 
onto sky maps to see if they matched any known constellations. A particu-
larly large group collected the names of the cities to which the 210 points 
mapped and then tried to create massive anagrams and acrostics from them. 
A smaller group decided to average the two numbers in each pair of coordi-
nates and look for an underlying statistical pattern across the set … 
(McGonigal 2010, 251)

The ultimate solution here was that the numbers were coordinates for 
payphones around the world, particularly in the United States, which 
would ring at the dates and times contained in the code. These calls would 
advance the game’s narrative if people picked up the call and had the right 
information, and were presented as being from characters from the diegetic 
space of the game, scripted by the designers creating material for the player 
community.

Players of the early ARG The Beast dubbed the team of live game 
designers1 who provide the puzzles of the ARG’s story and adapt chal-
lenges in response to what the community of players does ‘puppet mas-
ters’ (McGonigal 2010, 253–54; Veale 2012, 196–202, 211). It is the 
puppet masters who create material and hide it in online environments in 
different contexts, leaving clues so it can be found. Having puppet masters 
produces more of the dynamics unique to the ARG experience. Firstly, 
they mean that it is impossible to know the end of the ARG ahead of time 
(J. Kim et al. 2009), because the story is co-created between the puppet 
masters and the player community. Secondly, the existence of puppet mas-
ters means that the community knows that there are people co-creating 
the text alongside them, posing challenges and adapting information in 
response to their actions and those of the wider community. Those people 
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might even be posing as members of that community as a way to intro-
duce information to it, and there is never certainty for who they could be. 
In the context of normal ARGs, player communities work to avoid reveal-
ing the puppet masters ‘behind the curtain,’ because the members of the 
community are invested in not disrupting their own ability to experience 
the game without seeing its working parts (McGonigal 2003a, 12–13; 
Veale 2012, 196–98).

Having established a baseline sketch of how ARGs operate, we can con-
sider the modes of engagement that make the experience of ARGs distinc-
tive in more detail, and interrogate how they map onto the dynamics 
within harassment communities.

Rabbit Holes

As discussed earlier, rabbit holes are the first point of contact between 
members of the public and an ARG, and are generally points of curiosity 
or interest that might prompt some people to spend time exploring them 
and the ideas they connect to further.

For example, one entry-point into an early ARG called The Beast 
(Stewart et al. 2001) was that an individual named Jeanine Salla was given 
a credit as ‘Sentient Machine Therapist’ among the credits on the poster 
for the film A.I. (Spielberg 2001). This was an otherwise minor, small 
detail that would simply go unnoticed by most people. However, out of 
those who did notice, some were inspired to do more research. They dis-
covered material online purporting to be from the year 2142 which linked 
Janine Salla to the apparent suicide of a man named Evan Chan, with hints 
that he was actually murdered. In comparison, I Love Bees (Stewart et al. 
2004) had different entry-points for different groups of people sought for 
the ARG. Players who were veterans of The Beast were sent jars of honey 
mixed in with plastic letters with no explanation: one of the possible ana-
grams that could be made out of the letters was ILOVEBEES. A near-
subliminal message of ILOVEBEES.COM was flashed up during trailers 
at the premiere for I, Robot (Proyas 2004), and after an ad for Halo 2 
(Bungie Studios 2004)—which was the product the ARG was designed to 
eventually promote. A third group were involved when a woman asked for 
help on a technical forum because of unusual glitches on her amateur-
beekeeping website that began threatening her when she attempted to 
repair them. These varied approaches introduced several potential avenues 
for investigation, meaning that
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•	 veterans of a prior ARG
•	 science-fiction fans who might be intrigued by the context
•	 fans of the Halo setting and
•	 people with technical experience and skills in coding and web-

site design

could be drawn into the early ARG community. These groups were a sub-
strate which it was hoped could make enough progress and gain enough 
visible momentum that they and the content/discussion they produced 
might interest other individuals who had not been exposed to one of the 
initial rabbit holes. As a result of the scatter-shot approach whereby entry-
points into the ARG are often themselves concealed, the experience of 
ARGs for every individual player within the wider community begins with 
a moment of discovery.

In the context of harassment campaigns, sometimes the rabbit hole is a 
specific event, such as Anita Sarkeesian’s Kickstarter to fund her Tropes vs 
Women in Videogames series, or when Zoë Quinn’s ex-boyfriend published 
harassment bait in order to get them attacked. Unfortunately, members of 
what becomes a harassment community are often attracted merely by the 
detectable presence of anyone who is not a straight, white, cisgender man 
online—particularly if they have any opinion whatsoever regarding tech-
nology or popular culture (Alexander 2016; Asselin 2014; Buni and 
Chemaly 2014; Gardiner et  al. 2016; Hess 2014; Kuznekoff and Rose 
2013; Massanari 2015, 5; Phillips 2015, 42, 164; Sierra 2014; Sinders 
2015; Taub 2016; Vossen 2018). As a result, there is no way for women 
and members of marginalised groups to avoid potentially attracting atten-
tion without taking steps to conceal their identity online.

For example, Jessica Price was targeted for harassment as a result of a 
chain of events that started with her giving advice for character design for 
Massively Multiplayer Online Games over Twitter in July 2018. She high-
lighted the basic condescension and ‘mansplaining’ at work when a video-
game streamer felt entitled to correct her about work she does professionally. 
The entire exchange became a series of rabbit holes that spread and recir-
culated across social media, and Reddit threads formed to raise the visibil-
ity of how ‘unreasonable’ Price was being. A harassment campaign targeted 
Price through her employer, ArenaNet. Price was fired alongside a co-
worker named Peter Fries who spoke up on her behalf when ArenaNet 
sacrificed them in a naked and desperate attempt to retain the goodwill of 
the harassment community (Smith 2018). Just two months later, Riot 
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Games followed exactly the same pattern by firing Daniel Klein and 
Mathias Lehmen. Klein defended pro-diversity events from the notori-
ously toxic League of Legends community and Lehman supported him, all 
of which prompted another storm of harassment (Castello 2018).2

As with Peter Fries and Mathias Lehmen, anyone who publicly sup-
ports those under attack is creating new rabbit holes that can see them 
targeted themselves. Unsurprisingly, the people more likely to be targeted 
for harassment are women and members of marginalised groups, while 
white cisgender men are often ignored for making the same statements. 
When white cisgender men are critical of harassment communities, harass-
ment campaigns attack women they mention briefly as a higher priority 
than targeting the men themselves (Golding and Van Deventer 2016, 
10–11, 178–79).

Another dynamic within harassment campaigns is that they produce 
their own rabbit holes for distribution to a broad audience, in an attempt 
to bring in new members. For example, Mahli-Ann Rakkomkaew Butt and 
Thomas Apperley have discussed ‘Vivian James,’ a cartoon mascot created 
to represent all of the women who allegedly supported Gamergate’s goals.3 
These kinds of images circulate as rallying banners and pro-movement 
propaganda within a harassment community, but are also outward facing 
in that they invite outsiders to investigate what these memes connect to, 
and essentially function as advertising to new potential members. Some 
serve an additional purpose in attacking targets of the community and 
have the potential to move beyond the harassment community itself into 
the mainstream. For example, Gamergate targeted videogame critic 
Veerender Jubbal in retaliation for his activism against both harassment 
campaigns and sexism in the gaming industry, and because he is a Sikh and 
thus outside the white ‘default.’ A recurring theme in Gamergate’s harass-
ment campaign against Jubbal involved photoshopping images of him to 
appear as a terrorist. Specific images that framed him for involvement in 
the Paris terrorist attacks of 2015 were published in the mainstream news, 
implying he was a suspect in the articles connected to them and putting 
him at risk from police forces (Cox 2015; Jubbal 2015; Lum 2015; 
Mastroianni 2015; Stanton 2015).
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The Goal of the Game

In ARGs, the goal varies with time, but is likely to follow trends at an 
individual level and a community level. At an individual level, there is the 
initial movement to understand what is going on underneath the rabbit 
hole and then to overcome the obstacles between you/the community 
and more information. As a clearer understanding of the overall picture 
develops, the goal for the community is to answer the mystery or resolve 
the storyline—such as solving the puzzle of the mysterious noises in the 
Portal update or the way that the community of players rallied for the 
rights of artificial intelligences in The Beast (McGonigal 2003b, 6; 
S. Stewart et al. 2001).

We can see this overall movement in I Love Bees (S. Stewart et al. 2004), 
as discussed earlier: the experience of initial players is marked by their curi-
osity about whichever rabbit hole they encountered, and becoming intro-
duced to a community of other people also trying to answer similar 
questions. Over time, the rabbit holes become less relevant than the 
immediate challenges, debates and factions within the community, which 
are themselves shaped by new material and developments from the puppet 
masters.

For online harassment campaigns, the specific goals can be quite varied 
but have a single unifying theme: make life, particularly life online, unten-
able for the people targeted (Citron 2014, 113). The Kiwi Farms harass-
ment community has a specific goal of driving its targets to suicide 
(Ambreen 2019; lightninggrrl 2016; Pless 2016; Social Justice Viv 2016).

The process has a similar life-cycle to a ‘normal’ ARG: individuals 
encounter material that they consider worth following up. This could just 
be the visible presence of someone outside the ‘default’ they accept as 
normal or someone who does not ‘deserve’ being a credible voice (Sierra 
2014). The individuals so inspired either respond directly themselves or 
look for other people already doing so that they can join. We can see this 
behaviour in how the harassment campaign targeting Jessica Price formed: 
the Youtube streamer quoted her comments about his behaviour to his 
followers, priming a percentage of them to take up arms on his behalf.4 
Parts of the harassment community begin ‘dogpiling’ onto the target, 
overloading their ability to use social networking and/or email with abu-
sive messages. The disparities of scale involved mean that the size of the 
community accomplishes flooding the targets with vitriol even if members 
contribute little at an individual level (Geiger 2016).5 The campaign seeks 
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out private information via asymmetrical information gathering that can 
then be used to find points of vulnerability, such as the target’s workplaces 
as an avenue to getting them fired or family members (Massanari 2018, 
3–4). Threats of rape and murder will be made across social media and also 
delivered to physical locations like homes and workplaces once they are 
discovered—together with threats against friends, family members and 
supporters once they are identified (Romano 2014; Sinders 2015). 
Anything that can be done to paint the target as unreliable and/or crimi-
nal will be a priority, and vast amounts of content will be created to fill the 
broader media landscape with the idea that the target is somehow fabricat-
ing their abuse.

A high-priority goal is to silence the targets of the harassment campaign 
by making them either unwilling to risk more attacks or by driving them 
offline (boyd 2007; Citron 2014, 27, 153–55, 161, 196; Cox 2014; Cross 
2014; Frank 2014, 2015; Geiger 2016; Golding and Van Deventer 2016, 
97, 99, 107–8, 117, 144–46; Jane 2014; Megarry 2014; Sarkeesian 2012, 
2016; Shaw 2013; Sierra 2014; Shepherd et  al. 2015; Taub 2016; 
Walschots 2015).

Puppet Masters

The puppet masters of traditional ARGs are the team who sets up the ini-
tial premise of the game and hides material for players to later find. They 
are also the people who have to respond, in real time, to the incredible 
problem-solving ability that a collective-intelligence of this nature can 
deploy. For example, the puppet masters of The Beast set up three months 
of initial puzzles before the game went live, thinking that would give them 
a buffer with which to create more content as the players worked. However, 
they found the ARG community completed that buffer within one day 
(J. Kim et al. 2009; McGonigal 2003b, 2–3; Meifert-Menhard 2013, 161; 
Sheldon 2010, 277) and had to create new content ‘live’ effectively in 
conversation with the community. A specific example of this kind of ‘live’ 
development came in I Love Bees. The puppet masters believed that the 
players would sympathise with one of the artificial-intelligence characters 
in the game’s diegesis, dubbed ‘The Sleeping Princess.’ However, a group 
of players concluded that ‘The Sleeping Princess’ was a villain in disguise 
and betrayed her location to her enemies during a live event (J. Y. Kim 
et al. 2010, 41). As a result, the puppet masters had no alternative but to 
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include this new element into the unfolding game and rewrite what they 
had planned around it.

Online harassment campaigns lack puppet masters as they are tradition-
ally understood in the context of ARGs.6 Instead, harassment campaigns 
functionally place the people the community targets for abuse in the role 
without their consent. Their targets are the ones reacting to what the 
community does and introducing new challenges as they try to avoid hav-
ing their lives ruined. These kinds of actions can be as simple as locking 
down your accounts to limit who can access them—Anita Sarkeesian 
deleted years worth of her online life to prevent it falling into the wrong 
hands (Golding and Van Deventer 2016, 109). Some people choose to 
document the harassment campaign to collect evidence about its activities, 
such as where Zoë Quinn spent time archiving the Internet Relay Chat 
(IRC) Chatrooms where proto-Gamergate was planning against them, 
before revealing those logs publicly (Futrelle 2014a, b).

Any actions that the harassment campaign’s targets take in response to 
the harassment will be taken as somewhere between a challenge and an 
affront—justifying further harassment. In particular, harassment cam-
paigns very energetically try to discredit any claims or statements made by 
their targets, often claiming that they are lying about their harassment or 
faking it themselves (Campbell 2019; Golding and Van Deventer 2016, 
86–87; McWhertor 2014; Sierra 2014; Stuart 2014). Ironically, one of 
the fastest tests to check for a harassment campaign is to make posts talk-
ing about someone’s harassment in a networked public you suspect harass-
ment is happening within. Often harassers name-searching their targets 
will provide the proof themselves by attacking you and denying any harass-
ment is happening.

Texts with No Boundaries

ARGs are distinctive partly because they never stop, running at all hours, 
and they extend technological filaments into the lives of the people 
involved in the community: players can invite contact using social media 
and email so that the game and its members can actively reach out to them 
as they live their normal lives (Veale 2012, 185–88). As covered earlier, 
the experiential dimensions of taking part in an ARG while working at 
your job or doing university work are very distinctive, even if the func-
tional behaviours involved do not change. There is also an awareness that 
any time you are asleep or unable to check for new updates, that the 
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community and its discussions, challenges and debates will have moved on 
without you. This can produce a more specific version of the fear-of-
missing-out common to social media more broadly.

Harassment communities share these dimensions too, meaning the 
same dynamics that see people checking social media immediately on wak-
ing up to see what they have missed apply—except in this case they are 
checking to see if there are further developments regarding harming their 
chosen targets.7 And just in the same way as there are people at work, or 
at school, or on their phone in a room with family members whose atten-
tion is actually focused on the labour involved with an ARG, seemingly 
normal people are dedicating their attention to harassment communities 
while handling other mundane tasks.

The biggest way that harassment communities lack boundaries, how-
ever, is the way they turn these dynamics inside out and force them on the 
people they target without their consent. Harassment communities forci-
bly use technology to extend their influence into the lives of those they 
attack, and their only boundaries consist of what the members consider 
irrelevant to damaging their target. This means that the people targeted by 
harassment communities are aware that the ongoing mob will be running 
at all hours of every day and will be looking for any and all means to reach 
into their lives. This includes contacting/harassing their immediate family 
members, neighbours, workplaces or entirely unrelated people who are 
mistaken for the above at all hours. SWATTing—false emergency calls to 
encourage police to raid a target’s home, and which often suggest the 
target is armed and a danger to other civilians, often in the middle of the 
night—is an example of this kind of behaviour that has received broader 
attention outside of harassment communities, but is a popular tactic for 
them as well (Cross 2015; Sinders 2015). SWATTing is home invasion by 
proxy, and the methods of setting them up to present the target as danger-
ous to police and citizenry is an attempt to delegate violence or death to 
the police.

The DIY Principles and Community Ethos 
of Harassment

One of the distinctive dimensions to engaging with ARGs is that the play-
ers must approach every challenge with their own skillset: any puzzle or 
obstacle has to be solved with what you personally know and can 
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accomplish, since there is no way to abstractly allocate resources to increas-
ing a skill like in a videogame (Veale 2012, 182–85). If you are convinced 
that key information is concealed in a given email address for example, you 
need to either be able to hack it yourself, learn how to do so, or locate 
someone who is capable of doing so in the community and persuade them 
it is a good idea. As a result, since ARGs are too complex to be solved by 
one person’s set of skills, they innately involve community dynamics and 
senses of personal accomplishment for one’s contributions to the work 
being done.

Christy Dena introduces the term ‘tiers’ to describe how ARG com-
munities stratify around different levels of engagement (Dena 2008, 
42–43; 2009, 239–58). In broad strokes, the members of the primary tier 
are the most active members of an ARG, who bring in new material; the 
secondary tier fits that material together and the tertiary tier forms an 
audience that engages with the output of the other tiers. People move 
between tiers as their levels/types of engagement fluctuate. An example 
created by a mistake at a live event for The Beast showcases how tiers can 
work: a key prop containing part of a long password was mistakenly taken 
home by an actor, so the player-base programmed and distributed a client-
server password cracker to fill in the gaps (McGonigal 2003a, 12–13). The 
people who designed the software and came up with the idea were in the 
primary tier. Those who drew attention to it and distributed it in the com-
munity would be in the secondary tier, potentially alongside those who 
installed it and helped it work. The tertiary tier would be the people fol-
lowing along and excited to see the problem being solved like this. People 
in the tertiary tier would potentially move towards the secondary tier if 
they were inspired to install it themselves and join in or if they began pub-
licising its existence to other players. This approach successfully solved the 
problem before the puppet masters realised an issue had even occurred—
and the community never realised that had not been what they were 
expected to do (McGonigal 2003a, 12–13).

One way to jump to the primary tier of an ARG is attending events or 
otherwise engaging in ARG-related activities in physical space. Often 
there is an opportunistic dimension to this kind of engagement in that 
people who live nearby have an easier time doing so, but some people are 
willing to travel significant distances to participate in live events. The peo-
ple who visited the payphones discussed for I Love Bees at the set times 
required would qualify, and those events became hubs for groups from the 
ARG community—members often carried webcams so that the online 
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community could participate vicariously. Another example can be found in 
the #Cipherhunt, an ARG following the finale of Gravity Falls (Hirsch 
2012) that was finished in under two weeks when players found a statue 
hidden in Oregon after solving clues hidden all over the world (Jaworski 
2016). Additionally, part of the ARG ethos where there are no boundaries 
except what the players decide is not relevant can also play out in physical 
space: people in the community have talked their way into employee-only 
areas in hotels or followed actors to their actual homes because they 
thought that was what was expected of them (McGonigal 2003a, 12, 20).

Harassment communities also exhibit all of these dynamics, except that 
the context of tiering adapts to a situation where the goal is committing 
systematic, concrete harm to someone’s ability to live their life. The chal-
lenge comes from overcoming any resistance provided by the people being 
terrorised as they try to protect themselves and those close to them. The 
tertiary tier functions almost exactly as it would for a normal ARG, and is 
made up of people who are following the activities of the harassment com-
munity and supporting them but without participating themselves. The 
secondary tier of harassment communities look for opportunities to pro-
mote particular achievements and individuals from the primary tier to 
prominence within the community, and to capitalise on progress already 
established by the primary tier. That progress will encapsulate a diverse set 
of activities because of how wildly diverse the activities of the primary tier 
itself is—something also true of normal ARGs.

All of the tiers of a harassment campaign are united in their focus on 
causing concrete harm to the people they target: there is no meaningful 
distinction between online and offline spaces because the goal is to take 
the damage into the real world (Hoverd et al. 2020).

The individuals within the primary tier do incredible amounts of labour 
to forward the cause of the harassment community, regardless of what 
mode that labour happens to be, and are most likely to be the people who 
can be personally identified for their contributions: part of the motivation 
for the labour is to achieve social capital within the community (Butt and 
Apperley 2016; Veale 2013). As a result, people in harassment communi-
ties are effectively competing with each other for who can do the most 
harm and get the most respect from their fellow harassers—a dynamic 
which Kathy Sierra says fuels the worst kinds of escalation:

The attacks on you are often less about scoring points against you than that 
they’re trying to out-do one another. They’re trying to out-troll, out-hate, 
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out-awful the other trolls. That’s their ultimate goal. He who does the worst 
wins. (Sierra 2014)

Within the primary tier of harassment campaigns are a subset of individu-
als willing to both threaten credible physical violence and then to carry it 
out (Robertson 2014; Sarkeesian 2014a), such as this example from 
Brianna Wu:

I got home from a movie with my husband, and someone had sent me pic-
tures of standing right behind me in the movie theater, just to say, hey, I 
know where you live. (Cornish 2019)

As discussed in Chap. 1, Elliot Rodger murdered six people in 2014 after 
posting a sexist ‘incel’ manifesto on 4chan and has been praised as a ‘saint’ 
by some online harassment communities—with further killers directly claim-
ing him as inspiration for their attacks on women (BBC 2018a, b; Cecco 
2020; Hern 2018). Incels have since been categorised as a terrorist group 
by the Canadian government and Royal Canadian Mounted Police (RCMP) 
(Bell 2020). Kiwi Farms is a community that has driven more than one per-
son to suicide and for a time ran a counter to keep score of successful victims 
on their site (Fogel 2018; lightninggrrl 2016; Pless 2016). Both 8chan and 
Kiwi Farms have been linked to multiple mass killings that were celebrated 
in their communities (Hankes 2018; Neiwert 2015).

It is in this light that we have to understand the white-supremacist ter-
rorist of the Christchurch attacks referring to the livestream of his massa-
cre as an ‘effort post’ on 8chan—in contrast to a low-effort ‘shitpost’ 
(Rowe 2019). His livestream was an explicit attempt to court the social 
capital and approval of existing white-supremacist harassment communi-
ties online.

Members of the primary tier are willing to travel to physical locations to 
terrorise their targets. People within Gamergate put dead animals into Zoë 
Quinn’s mailbox (Golding and Van Deventer 2016, 143; K.  Stewart 
2014). Brianna Wu and her family were driven from their home by direct, 
specific threats after her address was posted online (Cornish 2019; Futrelle 
2014c; McWhertor 2014; Stuart 2014). When a harassment campaign 
‘doxxes’ someone by posting their personal information online (Golding 
and Van Deventer 2016, 97), such as their address, it gives every tier 
access to their physical location—and no one knows what the most active 
tier will do with that knowledge. Everyone involved knows that, most 
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acutely the people targeted, which is why it is an effective weapon of terror 
called stochastic terrorism.

Stochastic terrorism is where someone uses mass-communication such 
as the internet to incite people ‘to carry out violent or terrorist acts that 
are statistically predictable but individually unpredictable’ (G2Geek 2011). 
When someone in an extremist or harassment community brings someone 
to the attention of the mob through doxing them or otherwise flagging 
them for attention, nobody knows exactly what will happen next—but the 
possibility that something will happen rises with the size of the community. 
The separation between the person ‘just saying’ something and the person 
who enacts the attack creates plausible deniability (Keats 2019), but the 
so-called lone wolf attackers inspired to stochastic terrorism could not 
function outside of the broader tiers of the extremist communities that 
they operate within.

White-supremacist terrorism has what amounts to a dating app online, put-
ting like-minded individuals together both through mainstream social media 
platforms and more remote venues, such as 8chan, that exist to foster rage. 
It is online, much like Islamic terrorism, that white supremacy finds its 
friends, colleagues who both validate and amplify the rage. When one of 
them puts the violent rhetoric into action in the real world, the killer is often 
called a “lone wolf,” but they are not alone at all. They gain strength and 
solace from like-minded individuals. No one would have said an individual 
Klansman attending a Klan meeting in the woods was a lone wolf; 8chan and 
other venues are similar meeting spaces in the digital wild. (Kayyem 2019)

Exploring examples of people identifiably working in the primary tier of 
harassment campaigns illustrates both the diversity of activity and the 
amount of labour that people are willing to dedicate to causing their tar-
gets harm, and gain social capital by doing so.

As discussed in Chap. 1, people within Anonymous travelled to the 
grave of 13-year-old Mitchell Henderson after his suicide in order to take 
photographs with it and turn it into a meme, as part of terrorising his 
surviving family members (Phillips 2015, 28–29).

Benjamin ‘Bendilin’ Daniel created the Beat Up Anita Sarkeesian vid-
eogame as part of the harassment campaign targeting her in 2012, which 
was then popularised and circulated by members of the secondary tier, 
drawing it to the attention of the third ‘audience’ tier (Klee 2014; 
Sarkeesian 2012, 2014b).
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The people who make Vivian James images for rallying points, propa-
ganda posters and porn are also generating new content for the harass-
ment community in ways that can get them personal recognition and 
respect within it (Butt and Apperley 2016; Veale 2013).

James ‘Grim’ Desborough concluded that the fact no academic jour-
nals published articles supporting Gamergate was evidence of their cor-
ruption and bias, and tried to create his own (Desborough 2015). This is 
an example of attempted work at the primary tier that dead-ended: to 
date, ‘Popular Ludology’ has not published anything, despite significant 
initial fanfare circulated by the secondary tier of the harassment commu-
nity. People are willing to invest substantial amounts of time and energy 
under their own name, and are taking the risk that their efforts turn out to 
be a complete waste of time.8

The people who produced and sold videogames glorifying the 2019 
terrorist attacks in Christchurch which were then banned as objectionable 
material by the New Zealand Office of Film and Literature Classification 
would also qualify as working within the primary tier (O’Connor 2019; 
Tait 2019).

The individuals who uncover personal information through deep 
research and circulate it to the harassment community are in the primary 
tier, as are the people who directly harass targets either in person, through 
physical proximity or through media like phones (Campbell 2017; Dewey 
2016; McKibben 2016).

The people who search social media to identify and list dissenting voices 
would qualify as within the primary tier, while those targeting people 
identified and shared on those lists would be secondary.

The people who create fake tweets9 or impersonation accounts to 
foment outrage against people like Anita Sarkeesian (Sarkeesian 2014b, 
2015b, 2016) are within the primary tier, while the people who actively 
distribute them are in the secondary tier.

The same dynamic applies to the people who created fake 75% off cou-
pons for Nike aimed at people of colour with QR codes that read

This is a ROBBERY, Move slowly and put all the LARGE bills in the shoe 
box OR everyone DIES

when scanned (McGuill 2018), in order to put random PoC at risk of a 
police shooting.
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When Steven Polk was unable to find examples of women who sup-
ported the Gamergate cause, he created a ‘sockpuppet’ named Alison 
Prime who became a central figure within the harassment community and 
the #notyourshield movement. In this case the constructed persona and 
social media presence was detailed enough that she existed in the primary 
tier, independent of the person who created her (Lynch 2015; Walschots 
2015).10 Joshua Goldberg was inspired by a similar problem to Polk, in 
that he wanted to produce evidence of how villainous the ‘enemies’ facing 
the Gamergate harassment community were, and after not finding any 
evidence, he decided to create some. Goldberg was responsible for a veri-
table army of sockpuppets, some of whom supported Gamergate as part of 
the #notyourshield campaign, while others attacked people within the 
harassment community. The goal here was to provide evidence of how 
villainous the opposition to Gamergate was and justify the impression that 
Gamergate were the underdogs: it was a false-flag exercise for propaganda 
purposes.11 He was later arrested by the FBI and charged with domestic 
terrorism after creating social media accounts for fake terrorists to ‘prove’ 
how dangerous the Muslim community was (Marcotte 2015; 
Schubert 2015).

One of the more unusual ways that tiering came to light within the 
Gamergate harassment community was the revelation that much of Milo 
Yiannopoulos’ writing in support of Gamergate on the Breitbart harass-
ment blog was actually produced by a collection of volunteers from 4chan, 
and then published under his byline (Bernstein 2016; Lynch 2016).

As well as volunteers dedicating significant time to crafting individual 
sockpuppet personae or armies of more disposable accounts, there are also 
the people creating collections of literal bot accounts to amplify particular 
perspectives, to make a given group seem larger than it is or simply to 
hound targets (@bethany_lacina 2018; D’Souza 2018; Gardner 2018; 
Lapowsky 2018). In those cases, people developing bots would qualify as 
being in the primary tier, while people following their instructions for 
creating new bots or using their botnets would be in the secondary tier.

Tiering also helps to explain one of the more dangerous and unpredict-
able phenomena associated with online harassment communities: on a 
seemingly random cycle, people previously targeted by one harassment 
campaign will be swept up in a tide of renewed abuse without warning, 
after having been seemingly forgotten. This cycle is tied to the visibility of 
harassment community activity within social media and other online 
spaces, often connected to victories or defeats or simple publicity. Visibility 
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attracts the attention of people who have fallen out of the harassment 
community, bringing them into the more audience-like tertiary tier and 
potentially sweeping up new members at the same time. As the tertiary tier 
swells, the number of people who are inspired to climb into the secondary 
or primary tiers also climbs. They then attack their own preferred targets, 
who often have very little to do with the event that attracted the commu-
nity’s renewed attention in the first place.12 An iconic example of this pro-
cess would be the way Gamergate attacked Anita Sarkeesian again in 2014. 
She was entirely uninvolved with the events that inspired the harassment 
campaign or even their fabricated justifications for it. She was attacked 
purely because members of the community remembered targeting her in 
2012 and chose to attack her again. A more recent example is that in the 
wake of Jessica Price’s firing after ArenaNet tried to appease a harassment 
campaign, women across the industry reported that their employers had 
received emails complaining about their social media presences as well—
except they often contained %FEMALENAME instead of referring to 
them directly (Farokhmanesh 2018). This example draws attention to 
another phenomenon that harassment communities share with ARGs, 
where people produce and share instructional guides within the community.

Instruction Manuals and Influencers 
for Crowdsourced Terrorism

In the context of ARGs, members of the community devote time and 
energy to writing ‘Guides’ designed to get new arrivals to the community 
‘up to speed’ on what is going on and ways that they can get involved 
(Dena 2008, 50–51; Veale 2012, 190–91). Producing guides sits on the 
border between the primary and secondary tiers of ARG engagement, and 
it is possible to become renowned within the community for producing 
guides. The first ‘Guide’ produced for an ARG13 was written by Adrian 
Hon for The Beast (Janes 2019, 22) as an attempt to provide a resource for 
new players and was seen as analogous to a ‘walkthrough’ for a videogame 
text.14 However, it has been noted that Hon’s Guide is much more than a 
map to making progress through a particular ARG:

In this regard, it is evident how a Guide can provide narrative coherence: by 
providing a cause-and-effect path through the components. It is the act of 
narrating that renders this player-created content more than a mere ‘walk-
through’ or gameplay resource, it is a form of artistic production, a story in 
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itself. Of particular importance too, is the fact that this narrative is experien-
tial, an authentic sharing of a personal journey through the work. 
(Dena 2008, 51)

Effectively, Guides work because they do not try to encapsulate and speak 
for the diverse (and often contradictory) experiences of the whole com-
munity: they provide an account of an individual’s experiences of engag-
ing with that community and are intended to speak to an unfamiliar 
audience.

The context of harassment communities diversifies the roles that guides 
play, but ultimately, they remain an investment of resources to encourage 
members of the tertiary tier to move up to the secondary or primary tiers, 
and/or to bring new members into the tertiary ‘audience’ tier.15 The posts 
Zoë Quinn’s ex-partner made on Reddit and 4chan in order to raise the 
chances of producing harassment are examples (Pless 2014) of harassment 
guides: they are a personalised account of events designed to bring an 
unfamiliar audience up to speed on why a target deserves to have their life 
destroyed.

Alongside this form of guide, harassment campaigns like Gamergate 
have been infamous for virally spreading ‘conspiracy map’ imagery often 
done in Microsoft Paint (Chess and Shaw 2015, 2016; Golding and Van 
Deventer 2016, 174–79; Johnston 2014; Mortensen 2016) to show the 
sinister connections they claim exist between their targets. These images 
are designed to be shared across online platforms, communicate specific 
ideas quickly and can also be spammed at people targeted by the harass-
ment community as a form of ‘debate.’16

In addition, harassment communities also make use of literal guides 
that function as instructions designed to get new participants in the pri-
mary or secondary tiers out and terrorising as swiftly as possible. Some 
examples are as follows:

•	 Guides from Gamergate about how to use Twitter to ‘flood’ targets 
and appear to be arguing in good faith (GamerGateOP/Twitter 
Flooding Instructions 2014; /u/coffeeheadphone 2014).

•	 How to use DARVO tactics17 to harass while claiming the moral 
high ground (Freyd 1997, 2016).

•	 How to attack advertisers on platforms that were critical of Gamergate 
(Golding and Van Deventer 2016, 146; Schnier 2014).
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•	 Instructions on how to disrupt online research into diversity in 
games (Allaway 2014).

•	 And lists of people to attack and attempt to blacklist at every oppor-
tunity (Raymond 2016).

These kinds of guides were likely involved with the campaign to get 
Jessica Price fired from ArenaNet. They also explain the %FEMALENAME 
emails targeting visible women in the game industry after the Price cam-
paign succeeded: people were literally copy/pasting the guide into their 
attack emails rather than personalising them for each person targeted.

In an example of how seemingly different harassment communities 
overlap, serial-harasser and neo-Nazi Andrew ‘weev’ Auernheimer can be 
found posting in response to an article on the white-supremacist site The 
Daily Stormer, coaching other neo-Nazis to attack Alison Rapp and frame 
her as a paedophile as part of Gamergate’s attacks (Klepeck 2016):

When you contact these people be very respectful, act as a concerned parent, 
link to the pro-pedo statements she’s made but obviously don’t link back to 
DS or she’ll be able to dismiss it as a white supremacist conspiracy. (Anglin 
2016; ‘weev’ Auernheimer 2016)

The kind of guide that Auernheimer presents here is particularly distinc-
tive and appears within harassment communities far more than in normal 
ARG communities: attempts to guide and steer the community, poten-
tially in secret.

Although normal ARGs certainly have people within the primary tier try-
ing to persuade the broader community to follow particular paths, harass-
ment communities take this much further. Some members attempt to 
manipulate particular outcomes and messaging—often in response to an 
awareness that the actions of the community will attract bad press. The 
Internet Relay Chat (IRC) chatlogs where Gamergate strategised their early 
attacks on Zoë Quinn are fixated on the possibility of driving them to sui-
cide, but the more ‘mature’ voices in the space argue that would be a bad 
idea since it is ‘not the right PR play’ (Futrelle 2014a). The chatlog also 
illustrates discussions of how to most effectively energise or agitate the sec-
ondary and tertiary tiers of the harassment community, along with planning 
other manipulations directed both inside and outside the community 
(Futrelle 2014b). In contrast, the style guide produced by neo-Nazi Andrew 
Anglin for the white-supremacist site The Daily Stormer focuses on 
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coaching the harassment community to help them phrase their racist attacks 
in ways less unpalatable to the mainstream (Feinberg 2017). In effect, these 
efforts collectively represent an attempt to produce a fourth ‘guidance’ tier 
as a subset within the most active, primary tier of the harassment community.

Alongside the obvious motivations to become part of a guiding tier to 
a harassment community, such as influencing its direction and methods, is 
the fact that it can be extremely profitable. Whitney Phillips refers to the 
people who gain income from harassment as ‘chaos entrepreneurs’ 
(Cornish 2019). The fact that achieving ‘hero’ status in a harassment com-
munity can be parlayed into fundraising motivates people both to move 
into the primary tier and to compete with each other to be more notorious 
harassers once there. Jay Allen and ‘idlediletante’ have explored the ways 
that central highly visible members of the Gamergate harassment commu-
nity profited from their involvement (Allen 2015; idlediletante 2015). 
Many of the people they discuss are central to the ‘alternative influencer’ 
network that Rebecca Lewis describes profiting from abuse on YouTube in 
201818 (D’Anastasio 2018b; Lewis 2018). The QAnon and Pizzagate 
conspiracies display strong tiering, and the QAnon conspiracy has been 
intensely profitable for the three people who started it—even as it has 
motivated multiple stand-offs with law enforcement and inspired an arson-
ist to set a devastating California wildfire (Chang 2018; Murdock 2018; 
Robb 2017; Zadrozny and Collins 2018).

Captivating Experiences

People can find ARGs to be deeply engrossing, potentially all-consuming 
experiences that, Jane McGonigal argues, can ‘profoundly affect their 
sense of identity and purpose’ (McGonigal 2003b, 1):

“I’m going to catch myself still looking for patterns and riddles in my daily 
life months from now,” one player posted at the conclusion of a game, 
describing a mindset that could easily be interpreted as paranoia. Another 
immersive fan wrote, “We normal, intelligent people have been devoting 
outrageous percentages of our days, weeks, months to a game” and described 
the experience of playing an immersive game as kind of loss of realworld 
consciousness: “You find yourself at the end of the game, waking up as if 
from a long sleep. Your marriage or relationship may be in tatters. Your job 
may be on the brink of the void, or gone completely. You may have lost a 
scholarship, or lost or gained too many pounds”. The same player subse-
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quently published a “recovery guide” for her fellow deeply immersed play-
ers, but it is important to note that she ultimately was more interested in 
extending, rather than recovering from, the game play: “Now here we are, 
every one of us excited at blurring the lines between story and reality. The 
game promises to become not just entertainment, but our lives.” 
(McGonigal 2003a, 3)

One of the dimensions of ARGs which can often be lost in the details of 
their specific community dynamics is that they are fun. One of the reasons 
people are willing to invest incredible amounts of time and energy to them 
is that the people involved find doing so satisfying and profoundly 
enjoyable.

Appallingly, disquietingly and unsurprisingly, all of these dynamics are 
equally true of online harassment campaigns.

People enjoy the experience of community and kinship in harassment 
campaigns and can form long-term friendships united by trying to drive 
someone to kill themselves. It provides people a sense of righteous pur-
pose to strike at their ‘enemies’ and those of the community. Overcoming 
obstacles and solving problems with your own skills provides the same 
sense of satisfaction and pride as it does in ARGs. I have witnessed people 
discussing wistfully that they have dropped out of a harassment commu-
nity due to school or work commitments and are missing the whole 
experience.

The fact that online harassment is enjoyable for members of the com-
munities involved is uncomfortable, but also fundamental. It is part of 
why people who participated in one ARG or harassment campaign are so 
primed to return to the fold: they enjoyed being involved in their last one 
and are looking for excuses to ‘get back into it all.’

The Disobedient Resilience of ARGs

The fact that ARGs are deeply engrossing fun means that the history of 
ARGs is full of occasions where the people co-creatively guiding the game 
alongside the players lost control of the community to at least some extent. 
In 2002, an ARG promoting the film Push (McGuigan 2009) finished in 
a fashion that the player-base considered unsatisfactory. The conclusion 
the community reached was that the ARG was not actually over, and the 
apparent finale was a red-herring designed to throw them off the scent of 
the ‘real game’ (McGonigal 2003b, 6). Despite the fact that the puppet 
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masters were no longer involved in shaping the game in response to player 
actions and despite the fact that no more content for the ARG existed, the 
players persisted—even finding unrelated material which they concluded 
was part of the ongoing ARG. Another example, also from 2002, is that 
ARG veterans of The Beast discovered a website called ‘8March2003.com’ 
and concluded that the ominous use of a future date suggested involve-
ment in an ARG. They flooded the site with visitor traffic, emailed enqui-
ries and began researching its background—including looking into the life 
of whoever registered the domain. The site was edited to deny any involve-
ment in ARGs in an attempt to correct the misunderstanding and be left 
alone, but this failed to gain any traction. Alongside these examples, ARGs 
have to be open to a lack of control on the behalf of the people running 
them: their co-creative nature means the puppet masters have to continu-
ally adapt around unexpected decisions made by the community, as dis-
cussed earlier in the chapter (J. Y. Kim et al. 2010, 41).

Given that traditional, benign ARGs are functionally impossible to stop 
from the outside if the community chooses to keep going, it is obvious 
that harassment communities are not going to stop themselves—some-
thing clearly visible in the history of online spaces. In fact, as already dis-
cussed, they illustrate a kind of malevolent immortality in that the people 
motivated to participate in one campaign are easily inspired to come back 
or to join a new one. Since external interventions are not an option in the 
current landscape of networked publics, the best alternative is to look for 
ways of creating spaces that harassment campaigns cannot easily operate 
within. However, that is a substantial challenge because they are highly 
adept at weaponising the design of online spaces and turning them to their 
own ends.

Harassment campaigns can be understood as feral, self-targeting ARGs 
which set their own goals, and those goals typically involve ruining the 
lives of the people they fixate on. This chapter illustrates that understand-
ing them as autonomous, malevolent ARGs helps explain many dynamics 
of how harassment campaigns have always operated. Another way that 
ARGs and online harassment overlap is the way that members of the com-
munity learn both social and technological ‘rules’ in order to manipulate 
them as part of ‘playing the game.’ The next chapter explores these 
dynamics in detail because they present by far the most complex examples 
to consider, and highlight the extent to which purely technological solu-
tions to online harassment are doomed to failure.

  K. VEALE

http://8march2003.com


71

Notes

1.	 Those designers were an element largely missing from the experience of 
the Portal ARG, since the material was static once it was added to the game.

2.	 These firings happened mere weeks after it was revealed that Riot Games 
has a deeply toxic and sexist internal structure, which prompted represen-
tatives of Riot to claim that efforts to reform the company were under way. 
Firing staff standing up for diversity initiatives in that context suggests that 
the claims were a PR fig-leaf at best (D’Anastasio 2018a; O’Connor 2018).

3.	 The character featured prominently and swiftly within community-
generated porn and also reflected Gamergate’s gender preferences by 
being almost entirely silent (Butt and Apperley 2016; Cole 2018).

4.	 This is an example of stochastic terrorism and ‘tiering,’ which will be dis-
cussed later in this chapter.

5.	 Examples of online harassment storms are not hard to find, but as a repre-
sentative example, Anita Sarkeesian collated one week of harassment over 
Twitter here https://feministfrequency.com/2015/01/27/one-week-
of-harassment-on-twitter/ (Sarkeesian 2015a). As one might expect, con-
tent warnings for graphic descriptions of abuse and threats of violence/rape.

6.	 The ‘puppet master’ label becomes particularly ironic in this context, given 
the way that harassment campaigns like Gamergate justify attacking their 
targets based on conspiracy theories that present them as manipulating 
events from behind the scenes, and which suggest that a vast distributed 
mob of attackers are somehow the underdogs in the ‘conflict.’

7.	 The targets and friends of people being targeted experience variations on 
the same theme, except they need to find out what damage has happened 
to themselves or the people they care for while they have been away 
or asleep.

8.	 This example is useful for illustrating that vastly more projects attempt 
work at the primary tier than necessarily achieve successful harm: the ones 
noted and remembered are successful, and the rest are forgotten. I was able 
to document this example purely through seeing the secondary tier pro-
moting the initiative on Twitter; otherwise, it would have vanished with-
out trace.

9.	 This is a significant problem that involves people taking a screen capture of 
a tweet, editing it using something like Photoshop, and then using the 
edited image as ‘evidence’ of what someone said in ways that can be 
reshared by the harassment community. The ability to edit tweets is a com-
monly requested feature on Twitter and would amplify the problem enor-
mously. The pattern would be to send someone threats or other vile 
messages, wait for them to respond and then edit the original message to 
be innocuous so that it looks like the response is unjustified. Images of that 
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interaction would then be taken as evidence and circulated to the harass-
ment community and so on.

10.	 My understanding is that members of Gamergate targeted Polk for harass-
ment after the revelation that Alison Prime had always been a sockpuppet 
due to his performance of femininity online, because of the high levels of 
transphobia and homophobia within the community.

11.	 ‘False flag’ operations are a frequent tool of harassment campaigns, where 
they fake membership in groups for strategic purposes. One example is 
Operation NotYourShield, which invented and impersonated women and 
people of colour who supported Gamergate, as a literal shield against 
claims that Gamergate was racist and misogynist: the goal was to make it 
seem like Gamergate critics were shouting down or talking over members 
of the groups they claimed to be defending (Futrelle 2014b; Johnston 
2014; Jong 2014; Lynch 2015). Another pattern is where attackers claim 
membership in a group they wish to target while attacking another, in an 
attempt to inspire other groups to retaliate. 4chan often attempts to dis-
credit feminist groups by trying to fake activist movements around topics 
like ‘free bleeding’ or the desirability of a ‘bikini bridge’ (Alfonso III 
2014). Another example was where 4chan faked a campaign by gay men 
who wanted paedophiles to gain the same social acceptance as other rain-
bow communities (Collins 2019; Evon 2017). People also fake attacks 
against people in harassment communities in order to whip up sympathy 
and justify aggression against the enemies of the community. Joshua 
Goldberg is one such example, but some people take their initiatives into 
physical spaces. For example, in 2018, a poster on 4chan was arrested after 
posting plans to attack the white-supremacist ‘Unite the Right’ rally to 
gain sympathy for the movement after the murder of Heather Heyer by a 
neo-Nazi in Charlottesville in 2017:

I’m going to bring a Remington 700 and start shooting Alt-right guys. 
We need sympathy after that landwhale got all the liberals teary eyed, so 
someone is going to have to make it look like the left is becoming more 
violent and radicalized. It’s a false flag for sure, but I’ll be aiming for the 
more tanned/dark haired muddied jeans in the crowd so real whites 
won’t have to worry. (Indianapolis Man Arrested for Threatening 
Boston Free Speech Rally Attendees in 2017 2018)

People in harassment campaigns often embrace a viewpoint that frames 
them as the oppressed underdog, despite the fact their members are parts 
of socially powerful dominant groups fighting to preserve the status quo 
(Lewis 2018, 21–22, 24). They are tempted to invent that oppression 
when they do not find it.
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12.	 This is also some of the explanation behind why harassment campaigns like 
Gamergate attack women cited or mentioned by men rather than the men 
in opposition themselves (Golding and Van Deventer 2016, 178): out of 
any given online mob, statistically more people will take the time and 
energy to harass someone outside the presumed ‘default’ of online culture 
because of entrenched sexism, racism, homophobia, transphobia, ableism 
and so on.

13.	 Or at least, the first recorded example of such a guide …
14.	 Videogame ‘walkthroughs’ have become more complicated as videogames 

have themselves grown in complexity; at heart, they combine providing 
hints and revealing hidden information with suggestions for how to play the 
game better, as an aid to people having trouble negotiating the text. 
However, it is possible to gain notoriety, respect and fame for having a 
particularly singular contribution to videogame walkthroughs, as hap-
pened for Kao Megura and his guides for Final Fantasy 7 (Square 1997; 
Burn and Schott 2004).

15.	 The infamous ‘Tactics for Effective Conservative Blogging’ apocryphally 
attributed to Karl Rove is an example of a guide and one that is still being 
applied by harassment communities to waste the time of the opposition 
while pretending to be arguing in good faith (LaCapria 2018).

16.	 An example of one of Gamergate’s ‘conspiracy maps’ is available here at 
https://web.archive.org/save/https://imgur.com/zPDtMCK. An 
example of an image arguing that the videogame Gone Home (The 
Fullbright Company 2013) only received the high review scores that it did 
due to corruption is available at https://web.archive.org/save/https://
imgur.com/sDOjHhM (Jace_Neoreactionary 2014).

17.	 DARVO stands for ‘Deny, Attack, and Reverse Victim and Offender’ 
(Freyd 2016).

18.	 Discussed in more detail in Chap. 5.
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CHAPTER 4

Gaming the Rules

The focus of the last chapter was in explaining the ways that online harass-
ment campaigns function as alternate reality games (ARGs), and the focus 
of this chapter is to explore one such connection in more detail. Specifically, 
this chapter will explore the ways that members of both ARGs and harass-
ment communities learn both social and technological ‘rules’ in order to 
manipulate them to achieve their goals.

It will explore a series of case studies, each of which illustrates how 
harassment communities reverse-engineer the designs of networked pub-
lics in order to discover how to turn them to their advantage. These case 
studies will illustrate, among other things, that some popular approaches 
pitched as solutions to online harassment are distractions that are very 
unlikely to work, and are likely to empower harassment communities 
further.

As discussed in the last chapter, ARGs illustrate the fearsome power 
that collective-intelligences have to solve problems: an ARG community 
solved three months’ worth of content for The Beast in one day (Kim et al. 
2009; McGonigal 2003b, 2–3; Meifert-Menhard 2013, 161; Sheldon 
2010, 277). Some of their marked achievements are technological, such as 
where a community created and distributed software to complete the 
missing part of a long password so quickly that the puppet masters did not 
notice the problem until it was already resolved (McGonigal 2003a, 
12–13). However, alongside technological achievements, they also solve 
problems through learning and gaming social rules—often in ways the 
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people running the game do not expect. For example, Jane McGonigal 
discovered players praising the acting of a ‘plant’ they discovered at a 
hotel, who they had persuaded to allow them access to employee-only 
areas of the hotel in order to achieve their goals (McGonigal 2003a, 20). 
What horrified McGonigal was that the ARG had no such plant, and the 
players had effectively broken into a hotel through social engineering 
without realising that was what they were doing.

We can see the same ability to deploy both technological and social 
skills in harassment communities, and that is part of the problem. One 
example I personally witnessed was on 4chan,1 where members of 
Anonymous hunted down someone who was posting videos where they 
abused animals to the site. There were many technological dimensions to 
the hunt, such as finding embedded location information in the pictures 
and video to narrow down the location. However, once the location had 
been narrowed down to a street through a variety of other means, some-
one solved the rest of the problem with social engineering. They dressed 
as a utility worker and talked their way into houses ‘looking for a leak’ in 
order to gain access and look for the rooms in the backgrounds of the 
videos. Having located the building through these methods, Anonymous 
simultaneously reported the abuser to the police and targeted them and 
their family for harassment.

Harassment communities apply the same distributed-intelligence 
problem-solving typical of ARGs to finding ways that the underlying 
affordances and community dynamics of networked publics can be turned 
into tools both for abuse, and for overcoming any defences presented by 
their targets (Lomas 2014). For example, Gamergate’s use of Twitter was 
partly motivated by the fact users cannot delete responses to their posts 
within ‘their’ feed, meaning they cannot easily get away from abuse (Salter 
2017, 254). Essentially, harassment communities are well aware of the 
ways that networked publics are shaped by the technological affordances 
that provide the substrates they grow on. Since any given harassment com-
munity will grow across multiple different networked publics in pursuit of 
the people it wishes to terrorise, its members seek to learn how to turn 
each context to their collective advantage, and the results can be 
devastating.

  K. VEALE



89

Algorithms

Algorithms designed to help with online searches or recommendations are 
easily weaponised tools for the purposes of abuse and have a dispropor-
tionately vast impact because of how much society relies on them to be 
‘neutral.’ ‘Google bombs’ are where a harassment campaign organises to 
create as much material that repeatedly links key phrases together as they 
can, such as the name of someone they want to target and a crime to frame 
them for (Citron 2014, 69–72). If enough articles are posted claiming 
that someone is a terrorist, then seemingly neutral web-searches for that 
person’s name will increasingly return articles claiming that they are a ter-
rorist. Gamergate used this technique frequently, such as where the harass-
ment community framed Sarah Nyberg, Alison Rapp and Dan Olson as 
paedophiles,2 Randi Harper as an animal abuser and Veerender Jubbal as a 
terrorist (Lum 2015; Olson 2014; Pless 2015; Wilson 2016). Having set 
up this kind of association in online searches, the next step is to contact 
the workplaces of the people the community is targeting in order to 
demand to know how the company can justify employing a depraved crim-
inal. If the employer does a web-search to verify these claims—claims mag-
nified greatly via repetition through the harassment community and its 
guides—then it will look like the accusations have substance. Alison Rapp 
was fired by Nintendo of America after these tactics were used against her, 
alongside many other less high-profile cases who had their livelihoods 
threatened or destroyed.3 Once a Google bomb is established, at that 
point the harassment community has outsourced its campaign of terror to 
Google, massively magnifying its reach and impact in the process.

YouTube’s recommendation algorithms serve a similar function, but 
can be delegated the job of abusing the targets of harassment communities 
even more easily. The recommendation engines that suggest videos related 
to those someone has already watched mean that it is now functionally 
difficult to watch material tied to videogame culture without encounter-
ing harassment videos, due to the volume of harassment content linked to 
the topic (Harper 2016). People who have been targeted by harassment 
storms have spoken anonymously about the impact this has on their ability 
to use a ubiquitous pillar of internet culture: they cannot post a video of 
their cat without knowing that anyone who watches it will likely be recom-
mended videos tied to their name, where members of the harassment 
community slander and/or abuse them. They are effectively barred from 
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using YouTube unless they want to contribute to amplifying the voices of 
those seeking to terrorise them, and helping them profit from their abuse.4

James Bridle describes YouTube’s algorithms as ‘infrastructural vio-
lence’ in the context of how they drive the creation and recommendation 
of disturbing content to children in a wider pursuit of profit, and arguably, 
this is a different manifestation of the same dynamics (Bridle 2017, 2018; 
Hern 2017). Rebecca Lewis has done extensive work illustrating that 
YouTube’s algorithms form the underlying spine of what she calls an 
‘alternative influence’ network of neo-Nazis, white-supremacists, anti-
feminists and other extremist groups online (D’Anastasio 2018; Lewis 
2018). YouTube’s algorithms mean members of the audience that enter 
the network from any direction will be introduced to more and more 
extreme content through the recommendation engine. As a result, 
YouTube’s algorithms both provide a means of interconnection between 
those creating content in the network and encourage the creation of more 
extreme content, because it will be rewarded both financially and with 
more views (Lewis 2018, 36–42). Since the algorithms encourage the cre-
ation of more extreme content and distribute it to widen their audience, 
they directly perform a role in expanding the tiers of extremist and harass-
ment communities. Facebook’s algorithms follow the same dynamics, and 
this was known to Facebook for years while executives scuttled attempts to 
fix the problem and kept the information from the public:

The high number of extremist groups was concerning, the presentation says. 
Worse was Facebook’s realization that its algorithms were responsible for 
their growth. The 2016 presentation states that “64% of all extremist group 
joins are due to our recommendation tools” and that most of the activity 
came from the platform’s ‘Groups You Should Join’ and ‘Discover’ algo-
rithms: “Our recommendation systems grow the problem.” (Horwitz and 
Seetharaman 2020)

As covered in Chap. 3, growing the ‘audience’ tier of a harassment com-
munity also grows the most active tiers. As the size of the most active tiers 
grows, the odds of someone in the harassment community being willing 
to perform attacks in physical spaces rises. As a result, the current algorith-
mic business models applied by both YouTube and Facebook increase the 
chances of future terrorist attacks.

In some cases, algorithms can become tools for abuse and financial gain 
simultaneously: content on YouTube tied to LGBTQA+ issues, 

  K. VEALE



91

particularly anything related to support for the trans community, has been 
systematically demonetised at the same time as it has been tied to ads for 
an anti-LGBTQA+ organisation that the Southern Poverty Law Centre 
categorises as a hate group (Alexander 2018; Bardo 2018; Farokhmanesh 
2018; ‘Nerd City’ 2019).5

As will be discussed in more detail in Chap. 5, technology industries are 
very fond of proposing that algorithmic tools are a solution to online 
harassment. However, given the ease with which harassment communities 
turn algorithms against their targets, it is very likely that these initiatives 
will simply provide more weapons for the enemy.

Reporting and Blocking Tools

Infrastructure for reporting posts on social media forms one of the most 
effective tools in the arsenal of harassment communities because of the 
evidence that they respond to the volume of reports and not the content 
of the posts reported. For example, many people have catalogued online 
abuse on platforms such as Twitter, often including direct and specific 
threats of rape, violence and murder, alongside the messages from Twitter 
declaring that they are not against Twitter’s rules or terms of service (Buni 
and Chemaly 2014; Hudson 2015; Sarkeesian 2015; West 2014).6 Some 
people have had accounts suspended for resharing content threatening 
them, while those who posted the threatening material are left alone (‘@
BechdelCast’ 2018; Golding and Van Deventer 2016, 91; Masnick 2017). 
Given the lack of transparency behind these systems, we are left to specu-
late as to what the underlying logic behind these decisions is. The central 
observable pattern seems to be that posts with numbers of reports above 
a given-but-unknown threshold will be acted on and the accounts sus-
pended, whereas complaints about posts with report numbers below that 
threshold will be told that the content is not against the rules, regardless 
of what the content is (Lomas 2017).

Harassment communities find reporting tools fruitful options to exper-
iment with precisely because they can take away someone’s control of their 
account and/or posts. The Kiwi Farms harassment community is a par-
ticularly horrific example. They use reporting tools on platforms like 
Facebook or YouTube to mass-report any mentions of suicidal thoughts 
or activity by the people they target, in order to have those posts restricted 
or erased. The explicit goal is to limit the number of people who see the 
posts and thus limit the possibility that the people terrorised by Kiwi 
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Farms will receive help, as part of the community’s goal of driving people 
to suicide—a goal they have been successful at on more than one occasion 
(Ambreen 2019; Fogel 2018; ‘lightninggrrl’ 2016; ‘Social Justice Viv’ 
2016; Pless 2016).

Harassment communities are not restricted by the codified rules pre-
sented by social network platforms, either: they are equally adept at taking 
legislative changes and weaponising them via mass-reporting in service of 
abuse. For example, the FOSTA/SESTA7 law changes targeting sex-
workers under the nominal fig-leaf of restricting human trafficking in 
2018 have been used to attack women online. In this case, the method has 
been to mass-report their accounts, claiming that they are sex-workers 
(‘violetblue’ 2018), in order to get them dropped by PayPal and/or 
Patreon.

Another example came after Mandy Morbid accused Zak Smith8 of rape 
and abuse (Nagy 2019), inspiring others to come forward with their own 
experiences (Grey 2019)—experiences which a long-term defender of 
Smith9 considered credible (‘pjamesstuart’ 2019). Smith then sued a 
number of people—including Morbid—in civil court for defamation 
(Smith 2019), in jurisdictions where the burden of proof is placed onto 
the person accused, effectively making the suit easier (‘Tenkar’ 2019). 
This has forced Morbid to seek crowd-funding to defend the case 
(Girdwood 2019), and others have been required to make public apolo-
gies as part of out-of-court settlements. The legally mandated apology was 
posted in a number of online spaces where the ‘defamatory’ statements 
were never made, but where Smith had previously been banned from 
(RPG.net 2013). One possible conclusion is that the goal is to achieve 
out-of-court settlements by outlasting the defence’s finances in jurisdic-
tions with lowered protections for speech, in order to use the apologies as 
tools in ongoing conflicts online.

Blocking tools on social media platforms are intended so that users 
have some level of control over who they engage with using the service, 
but are trivially easy to circumvent: in order to evade a block, the affected 
harasser need only log out and manually return to the account that has 
blocked them. At that point, they can read every post or tweet in complete 
impunity, potentially feeding them (or screenshots of them) back to other 
members of the harassment community. Another weakness to the system 
is that there is often nothing to prevent someone blocked from simply 
creating a new ‘sockpuppet’ account with which to continue the harass-
ment, since the block will only apply to the original account and needs to 
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be reapplied manually. This creates an exhausting dynamic where it is 
more effort to block tides of new harassing accounts as they surface than 
it is to create them.

In general, the design underlying the dynamics of networked publics 
means users have little control over their personal experiences in the space, 
and this lack of control is turned against them by harassment campaigns. 
They look for avenues of attack that are more energy to respond to or 
attempt to thwart than they are to cause harm with and grind their targets 
down—effectively aided by the platforms they operate within.

Context Collapse

Another scenario where harassment communities can cause harm more 
easily than their targets can prevent it involves turning peoples’ state-
ments against them by weaponising a process that social media platforms 
begin by themselves. Social media innately causes a level of ‘context col-
lapse’ by bringing different parts of our lives into one shared platform. 
This limits our ability to present different sides of ourselves in distinct 
circumstances—such as how we present ourselves differently to family 
than we do to friends or co-workers (boyd 2011; Chess and Shaw 2015, 
2016; Golding and Van Deventer 2016, 97; Litt and Hargittai 2016; 
Marwick and boyd 2011; Trepte 2015; van der Nagel and Frith 2015). 
Harassment communities are adept at combing through potentially years’ 
worth of material posted by someone they seek to terrorise, looking for 
anything that would be damaging if taken out of its original context 
(Massanari 2018, 3–4).10 These posts can then be shared to a much 
broader audience than was originally intended in order to attract negative 
attention and ‘justify’ mass-reporting attacks on the author. For example, 
Katie Notopoulos has written about her experiences of having her Twitter 
account locked in 2017. An ironic Twitter response to a friend in 2011 
that read ‘kill all white people,’ was mass-reported as a racist threat as part 
of harassment community retaliation against random targets after Twitter 
de-verified a number of prominent white-supremacist/neo-Nazi accounts 
(Notopoulos 2017).

Different social media platforms have affordances that can potentially 
cause hostile context collapses at an automated, algorithmic level. One 
example is that it is not possible to delete Tumblr posts that have been 
reshared, even if the account that created them is entirely deleted: the 
infrastructure of the site guarantees that authors lose control of their posts 
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if they are shared, no matter the circumstances (‘Coyote’ 2019; Williams 
n.d.). Tumblr makes this situation worse, since its design means that the 
only forms of interaction that are threaded and have a continuity of con-
versation are reshares, which encourages resharing. This single piece of 
design has a huge impact on the networked public which grows within the 
platform:

The Tumblr reblog-addition system fosters, firstly, A) reblogging to dis-
agree. The problem here isn’t that people get into fights, of course; the 
problem is that when you reblog to disagree, disputing an objectionable 
post involves spreading that post in the process.

Consequently, a site culture of reblogging-to-disagree means B) more 
people sharing the worst posts on the site in order to disagree with them. 
This has the effect of C) stressing you out from seeing all the bad posts on 
your dash (especially in those long unpredictable chains).

When people are stressed out, they become less patient with each other 
and quicker to anger. From here, the userbase D) develops a culture of 
mockery, passing some posts around just to make fun of them, E) lends 
more visibility to aggression and hostility than to nuance or apologies, and 
F) makes major fights become inescapable. In these ways, the reblog-
addition system facilitates an overall stressful, hostile atmosphere, which 
undermines community. (‘Coyote’ 2019)

Effectively, any post someone reshares automatically experiences context 
collapse, at the same time as the author loses any control over them. 
‘Coyote’ notes that these problems are substantially worsened since it is 
not possible to turn off reshares and since no corrections made by the 
author will appear in reshared versions. As a result, there is no ability to 
correct mistakes, which combined with the inevitability of context collapse 
produces a deeply unforgiving space for users:

This can leave Tumblr users open to endless criticism: As more and more 
people discover the uncorrected version of a post, more and more will try to 
correct it, unaware that the poster has already got the memo. In severe 
cases, the inability to stem the tide is what sometimes has made it necessary 
for Tumblr users to completely delete their blogs in order to escape. 
Incapacity for retraction makes people unnecessarily vulnerable, which 
undermines community. (‘Coyote’ 2019)
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Tumblr’s design effectively encourages behaviour that duplicates many of 
the patterns of harassment communities all by itself, which produces a 
networked public many people find innately hostile and unpleasant.

Further examples of context collapse being part of a platform’s founda-
tional design can be found on Twitter and Reddit. Different subreddits 
form their own community norms and practices, and ‘trending’ posts or 
subreddits become visible to a vastly wider audience on Reddit’s front 
page. As a result, increased visibility often produces an increase in harass-
ment community activity targeted against marginalised groups every time 
a post or subreddit from their community is lifted over the parapet by 
Reddit’s algorithmic recommendation engines (Massanari 2015, 10). 
Twitter hashtags likewise become visible to a very broad audience once 
they begin ‘trending,’ which can often lead to harassment.11 An example 
unfolded in 2015 when the DiGRA Australia conference used the #digraa 
hashtag and produced enough engagement that it eventually became vis-
ible as a trending topic. Gamergate had been unaware of the hashtag until 
that point and immediately flooded it once Twitter raised it to visibility 
because they were already targeting DiGRA members.12

Hashtags

Hashtags provide a very visible microcosm in which to explore the ways 
that harassment communities learn how they can use the affordances pre-
sented by different social media platforms as weapons or to communicate 
internally within the community.13 Casey O’Donnell and Mia Consalvo 
have written about the ways that the Twitter app TweetDeck shaped how 
Gamergate used Twitter, by making it possible to compartmentalise 
Twitter feeds around particular hashtags (O’Donnell and Consalvo 
2015).14 With TweetDeck, users could create columns of tweets solely 
dedicated to the #gamergate hashtag, making it easier for the members of 
the harassment community to have a shared space within the platform. It 
was almost exclusively used by the pro-Gamergate cause, and barely ever 
by anyone critiquing it—partly because anyone critiquing the hashtag 
came under immediate, sustained abuse (Baio 2014; Salter 2017, 254). It 
also allowed for dynamics where members of the harassment community 
would use a four-step process to highlight new targets while denying 
responsibility for the resulting abuse:
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	1.	 Search for potential targets who are discussing Gamergate or other-
wise connected to people targeted by the harassment campaign.

	2.	 Engage a target on Twitter ‘politely,’ using the #Gamergate 
hashtag.15

	3.	 If they responded—and potentially if they did not—‘tag in’ the 
Twitter IDs of other members of the harassment community to the 
conversation, flagging the target for them.

	4.	 Start a dogpile of abuse alongside more polite engagement, at the 
same time as dropping the #gamergate hashtag from all 
harassing posts.

This informal process allowed members of the community to simultane-
ously highlight targets for harassment while claiming that since the abusive 
posts (mostly)16 did not contain the #Gamergate hashtag, members of the 
community were not to blame. It was also a way of shaping what unin-
volved people searching for ‘gamergate’ rather than the hashtag itself 
would encounter. They were as likely to see the people being targeted by 
the community describing Gamergate in vitriolic terms because of the 
abuse they were going through as they were to see any abuse themselves. 
As a result, they might potentially conclude that ‘both sides’ were as bad 
as each other, playing into the hands of the harassment community.

Search Tools

The infrastructure of search tools, and how those tools function on differ-
ent platforms, is also something harassment communities learn—both for 
targeting crowdsourced terrorism and to conceal the harassment commu-
nity’s own activities from outside scrutiny. As discussed earlier, one of the 
fastest methods to check for abuse in a networked public is to start talking 
about it, because doing so often summons harassers to deny that harass-
ment is happening. The Gamergate harassment community was so active 
in searching for anyone using ‘gamergate’ as a term in order to harass their 
critics that people sought colloquial alternatives, such as ‘gators,’ ‘GG,’ 
‘goobergate’ and others to discuss events without attracting abuse. Natalie 
Walschots was dissatisfied when a conference of the Canadian Games 
Studies Association asked attendees not to mention Gamergate in any 
tweets about the conference to avoid the same kind of flood that hit 
DiGRA Australia in 2015, since it interfered with the ability of the people 
at the conference to do their work. Her solution was to replace 

  K. VEALE



97

#gamergate with #deatheaters instead, referring to the magical neo-Nazis 
from the Harry Potter storyworld (Goodyear 2015). Walschots’ solution 
worked until a single person lapsed by mentioning Gamergate at the end 
of the conference, at which point the dogpile descended on the confer-
ence and the harassment campaign began organising against her.

A flipside where harassment communities have developed strategies to 
avoid searches can be found in ‘echoes,’ where neo-Nazis created symbol-
ism that would be visible to online searches by the harassment community, 
but unthreatening to people from outside of it:

Neo-Nazis, anti-Semites and white nationalists have begun using three sets 
of parentheses encasing a Jewish surname—for instance, (((Fleishman)))—
to identify and target Jews for harassment on blogs and major social media 
sites like Twitter. As one white supremacist tweeted, “It’s closed captioning 
for the Jew-blind.” (Fleishman and Smith 2016)

Just as with any coded communication, as soon as ‘echoes’ were no longer 
secret, they stopped performing the function they had been intended for 
within the harassment community. The same is true of other codes, such 
as ‘Operation Google’—an initiative begun on 4chan to replace slurs for 
different marginalised groups with terms commonly found on social 
media, like Google, Skype or Skittles (Ehrenkranz 2016). The central 
problem is that although codes like these seem relatively harmless through 
being easy to decode and explain once they are publicised, they are simple 
and effective for harassment campaigns until they are publicised. 
Additionally, they require no specialist knowledge or skill to generate: 
people can just make them up.

Chapter 3 explored how harassment campaigns demonstrate the same 
signs and behaviours as ARGs, meaning we can imagine them as feral and 
autonomous ARGs whose goal is causing harm. Chapter 4 extended this 
line of reasoning to explore specific ways that harassment campaigns dem-
onstrate the same ferocious ability to learn and then manipulate both 
social and technological rules as part of achieving their goals. The next 
two chapters build on this knowledge by examining ways that treating 
harassment campaigns as ARGs provides insights that can be used to limit 
their impact in future. If we have a collective body of knowledge about 
how to make ARGs work, then by implication we can apply that knowl-
edge to understanding how to stop them from working, or at least blunt 
their ability to work.
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However, Chap. 5 will illustrate that one of the challenges such an ini-
tiative would need to overcome is the fact that technology companies are 
doubtless aware of all of these dynamics covered so far, and yet have done 
nothing.

Notes

1.	 I have not been able to find external verification of the details in this spe-
cific case. For a related case, see (O’Brien 2009).

2.	 In an example of the deep hypocrisy that harassment communities often 
embrace, Dan Olson was accused of paedophilia based on the fact he pub-
lished an article proving that 8chan—a forum that hosted Gamergate after 
it was banned from 4chan—was hosting child pornography. Olson’s article 
included evidence in the form of ethically sanitised screenshots from 8chan 
illustrating its child pornography, and on that basis, Gamergate argued he 
was distributing child porn.

3.	 Just as with the firing of Jessica Price and Peter Fries, harassment commu-
nities depend on the cowardice and lack of support provided by companies 
across the creative and technology industries in order to achieve this kind 
of impact. Lana Polansky argues that the situation goes beyond cowardice 
into active collaboration: that videogame and technology industries find 
the existence of harassment communities to be convenient, since it helps 
keep their workforce ‘afraid, quiet, and deprived of leverage’ 
(Polansky 2018).

4.	 It is also incredibly demotivational to know that if you upload a more criti-
cal video, the harassment community will use it as fodder for their own 
response videos—and probably make significantly more money from the 
harassment community through doing so than you will.

5.	 It is worth highlighting that as the Nerd City group have argued, the 
underlying business model of YouTube’s algorithms contributes to the 
marginalisation of vulnerable groups even outside of situations where it is 
gamed for abuse (‘Nerd City’ 2019). They have shown that including par-
ticular keywords will result in a video losing any ability to monetise itself 
via YouTube, despite YouTube’s claims to the contrary, and the ‘learning 
algorithm’ underlying the system now automatically demonetises 
LGBTQA+ content. This is another example where harassment campaigns 
have definitely gamed systems, but large corporations and their algorithmic 
systems have effectively taken on the job of inflicting that abuse themselves.

6.	 Twitter even concluded that threats made by the person ultimately respon-
sible for the mailbombing campaign targeting prominent Democrats and 
their associates in October of 2018 were not against Twitter’s rules—until 
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bad publicity around his arrest for domestic terrorism made them re-
evaluate the decision (Beschizza 2018; ‘@ryanjreilly’ 2018).

7.	 hese are both American laws: a House bill known as FOSTA, the Fight 
Online Sex Trafficking Act, and the Senate bill, SESTA, the Stop Enabling 
Sex Traffickers Act.

8.	 Aka Zak Sabbath, Zak S. and others.
9.	 Smith has been accused of harassment on many occasions—by different 

people, across different contexts and across many years—some of whom 
documented their experiences with him in great detail (‘ArthurTheRef’ 
2019; Hatfield and Ellison 2014; Hurley 2014a, 2014b, 2014c; Kreider 
2014, 2015; Matijevic 2015; Tabletop’s Missing Stairs 2019). Evidence is 
available online of Smith informing his followers about particular targets 
next to statements such as ‘Destroy’ or ‘Get at him,’ risking stochastic ter-
rorism (‘@FreyjaErlings’ 2015; Smith 2015a, 2015b). Other accounts 
allege that Smith avoids direct harassment of targets when it can be dele-
gated to his followers, creating plausible deniability through tiering effects 
(Hill 2017). There is evidence he has created ‘sockpuppet’ accounts to 
impersonate people online, visible when he posted a statement in the 
wrong account before deleting it and reposting in the correct one (Author 
Unknown 2017). The allegations of rape and abuse also accuse him of 
impersonating people such as Morbid online, using her accounts to defend 
himself in her name (Nagy 2019).

10.	 This is an example of asymmetrical information gathering, where it is easier 
for the community to gather information about their target than it is for 
the target to discover who is attacking them.

11.	 Promotional bot accounts on Twitter which mindlessly reshare any men-
tion of a brand or product name as publicity often cause similar problems: 
anyone critical of the product or brand will have their comment shared 
with its most rabid fans.

12.	 Searching for #digraa now reveals a core-sample of posts from the 2015 
conference, both during and before Gamergate began flooding it and 
attacking the people using it. Another example was the harassment cam-
paign targeting Alison Rapp that used #torrentialdownpour to organise 
itself. However, #torrentialdownpour has since been diluted by Twitter 
users applying it in an everyday context. Tweets linking the hashtag to 
targeting Rapp and/or Nintendo are still being made in 2020 alongside 
broader complaints about ‘censorship,’ including some from 2019 wishing 
the harassment campaign would come back.

13.	 They are also sites of conflict and strategic discourse: in 2020, 4chan 
responded to the sweeping Black Lives Matter protests by introducing 
competing hashtags like #WhiteLivesMatter and #WhiteOutWednesday. 
These were full of white-supremacist material and disinformation until 

4  GAMING THE RULES 



100

they were hijacked by fans of K-pop and flooded with K-pop videos 
(Andrews 2020; Molloy 2020). Those same fans then turned their atten-
tion to hashtags associated with the QAnon conspiracy, to the horror and 
outrage of QAnon members.

14.	 Roderick Graham has also written about how neo-Nazi and white-
supremacist communities use hashtags as part of their online recruitment 
strategies—something that seems particularly relevant given the significant 
overlap between Gamergate and alt-right/neo-Nazi communities 
(Graham 2016).

15.	 Nominally, ‘polite’ enquiries become a form of harassment when com-
bined with the inability for people online to ‘get away’ from their interro-
gators, particularly when they come in swarms—which the harassment 
community tries to ensure. This dynamic was highlighted by David Malki 
in the webcomic Wondermark, which lead to the process becoming known 
as ‘sea-lioning’ (Malki 2014; Massanari 2018, 2).

16.	 This strategy was more about leaving doubt in the minds of external 
observers and potential recruits as to who was at fault than preventing 
targets from knowing who was terrorising them. It was also never imple-
mented with 100% effectiveness, since some of the community were very 
comfortable harassing under the #gamergate banner. The community’s 
strategy for those cases was to claim that anyone doing so was a ‘false flag’ 
operation from external forces trying to frame them, again in an attempt to 
sow doubt and disorder.
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CHAPTER 5

Problematic Tools and Platform Complicity

Where the focus of the last two chapters was exploring ways that the 
dynamics and behaviour of harassment communities match those of alter-
nate reality games (ARGs), the next two chapters shift their attention to 
possible tools for limiting the impact of harassment in online spaces. 
Firstly, this chapter will discuss tools currently being used to fight harass-
ment, alongside ones commonly proposed as promising future solutions, 
and explore ways that they can introduce as many problems as they solve. 
It will then argue that these tools, both current and proposed, are popular 
because of the underlying philosophies and business models of social 
media companies, which are complicit in—and sometimes directly profit 
from—the abuse unfolding across and through their platforms.

Problematic Tools

As discussed in Chap. 1, the philosophical foundations of the internet are 
grounded in a technolibertarian ethos that sees humans as atomised indi-
viduals rendered equally disembodied and ‘equal’ in digital spaces 
(Massanari 2015, 5; Shepherd et al. 2015, 4; Turner 2006). Rubin et al. 
argue that this framework allows social media platforms and technology 
companies to hide behind a ‘façade of neutrality’ that ignores disparate 
impact on marginalised groups (Rubin et al. 2020, 1). This cultural logic 
surfaces in many ways within proposals to deal with online harassment 
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https://doi.org/10.1007/978-3-030-60410-3_5#DOI


108

which are either non-functional, dysfunctional or actively harmful to mar-
ginalised groups online.

One such example is that a rich strain of ‘technological solutionism’ 
(Morozov 2013) exists within the owners and designers of social network 
platforms. As a result, R. Stuart Geiger critiques both them and their work 
as treating social and cultural problems as technological problems that can 
be solved with equally technological solutions1 (Geiger 2016, 791). This 
is also a logic that justifies vague attempts to ‘develop’ a solution to online 
harassment while doing nothing concrete in the meanwhile, because ‘the 
tools are not available yet.’

Another motivator which overlaps with technological solutionism is the 
reality of late-stage capitalism. Both a disinterested lack of action and low-
energy attempts to seek automated solutions are partly motivated by a 
simple desire to raise profits by saving money, potentially by not spending 
it at all, and instead convincing people that online harassment is an unavoid-
able inevitability. However, profit-seeking capitalist logics are corrosive to 
any approach to online harassment and abuse2 because it puts humans 
last—in terms of both what ‘acceptable’ results are achieved and how they 
are to be achieved. For example, Facebook is unique in employing human 
personnel to personally review reports of abuse and harassment, which is a 
significant improvement from attempting to solve the problem using algo-
rithms. However, those moderators are predominately hired at very low 
wages on the international market and then provided no support when 
they develop Post-Traumatic Stress Disorder (PTSD) from their exposure 
to horrific content that leaves them at high risk of suicide (Dwoskin 2018; 
Whigham 2018). The capitalist context of internet platforms means what 
could be one of the best solutions to online moderation treats its staff as 
disposable, even as the platform makes record profits (Constine 2019).3

Leaving aside how capitalism would attempt to justify the concept, all 
attempts to solve crowdsourced terrorism and online harassment algorith-
mically are fundamentally doomed to failure, as discussed in Chap. 4. 
Harassment communities learn to game the algorithms and will use them 
as tools for further terrorising marginalised groups. Nicholas Diakopoulos 
advocates for creating frameworks for assessing ‘algorithmic accountabil-
ity,’ in order to ‘articulate the power structures, biases and influences that 
computational artifacts play in society’ (Diakopoulos 2015, 399). In addi-
tion to algorithmic accountability, I argue that there is an equal need for 
affordance accountability, where online spaces such as social networks can 
be assessed for how their affordances impact the networked publics that 
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they mediate. A sentiment that several people who wish to remain anony-
mous have expressed is that in general, technology industries need to ask 
how their tools might be used by the worst-possible people, rather than 
assuming they will be blandly neutral tools. The assumption of techno-
logical neutrality grows from the same technolibertarian roots as techno-
logical solutionism: technology affects ‘everyone equally’ because the 
people who are the predominate designers of online tools imagine their 
audience to be the presumed cultural default of straight, cisgender, 
white men:

Platform policies and tools are largely designed for a presumptively homog-
enous pool of users, without recognition of the differing impacts and experi-
ences of specific individuals or historically marginalized groups. This façade 
of neutrality has made it especially difficult for major social media platforms 
to manage surges of harassment fueled misogyny or racism. (Rubin 
et al. 2020, 1)

This produces dynamics where technology and online tools are imagined 
for how they might impact the safest demographics, and any problems 
faced by people outside of the presumed cultural default are aberrant and 
do not motivate substantial change.4 The assumption that technology is 
neutral results in internet-enabled devices becoming tools for twenty-first-
century domestic abuse or burglary (Bowles 2018; Denne et  al. 2018; 
Vella 2018), and insurance companies reframing themselves around only 
serving customers with health-trackers (Barlyn 2018; Beschizza 2018).

Algorithmic solutions to harassment might be cheaper for social media 
platforms and other online spaces, but they fundamentally do not work 
and only offer new tools to be subverted and used for crowdsourced ter-
rorism. Instead, approaches that proactively engage with both algorithmic 
and affordance accountability are necessary, and that will involve some of 
the strong, assertive leadership and diversity-building that Golding and 
Van Deventer note is currently lacking from technology companies 
(Golding and Van Deventer 2016, 101).

Blockbots

Bot-based collective blocklists, aka blockbots, are another tool that has 
been subverted and turned against marginalised groups—and much as 
with algorithms, the problem is the social engagement with the 

5  PROBLEMATIC TOOLS AND PLATFORM COMPLICITY 



110

technology rather than the technology in a vacuum. Blockbots allow users 
to subscribe to lists curated by individuals, communities and/or algo-
rithms to automate the otherwise futilely time-consuming process of 
blocking the members of a harassment campaign and deal with the dispari-
ties of scale involved (Geiger 2016, 788–89, 795). R. Stuart Geiger has 
written extensively about the impact of blockbot technology on Twitter. 
Geiger stresses that the developers and the community of users had ongo-
ing discussions about how to mitigate their shared concerns about the 
negative impacts of people being added to a blocklist by accident or for 
inappropriate reasons (Geiger 2016, 797, 799). Unfortunately, although 
Geiger argues clearly that blockbots ‘should not be seen as the kind of top-
down technical solution that can be installed to fix the problem “once and 
for all,”’ (Geiger 2016, 799), that is exactly how some of the online com-
munity have treated them. The initial genesis of the problem began inno-
cently when Randi Harper popularised the ‘ggautoblocker’ as a safe 
response to Gamergate: a blockbot which has been noted as significantly 
improving the lives of many and which had over 3000 subscribers by 
mid-2015 (Geiger 2016, 795–96). Although the ggautoblocker itself was 
carefully curated and transparent, and had a formal system for handling 
appeals involving multiple moderators, Randi Harper also circulated her 
own ‘personal’ blocklist over social media, claiming that it was full of ‘bad 
actors’ in addition to the normal ggautoblocker list.

Unfortunately, the online community approached this new list exactly 
as a top-down solution that could be trusted without scrutiny, despite the 
fact it lacked all of the support/moderation/appeal structures that Geiger 
argues are necessary (Geiger 2016, 797–98). If someone who seems reli-
able presents a list of many thousands of ‘bad people,’ described as harass-
ers, neo-Nazis, Men’s Rights Activists and other serious online problems, 
very few people are motivated to check (‘@persenche’ 2020; ‘sjwomble’ 
2016). Instead, it is far easier to take the legitimacy of the list in good faith 
and subscribe to it.

In fact, since the list was her own personal one, it was curated by 
Harper’s whim. It included a significant number of trans people who dis-
agreed with her on trans issues—and the people who spoke up on their 
behalf (Jhaver et al. 2018, 24; ‘secretgamergirl’ 2018; ‘sjwomble’ 2016). 
Instantly, members of a significantly marginalised group already targeted 
by harassment campaigns and who disproportionately depend on online 
environments (Jhaver et  al. 2018, 18) were cut off from parts of the 
online community, and unaware of why they were suddenly invisible. The 
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people subscribing to Harper’s personal blocklist were unaware of the 
impact it would have. If someone you followed went ‘radio silent’ after 
you subscribed to her blocklist, it would seem like they had just chosen to 
stop posting. There was nothing to signal that the blocklist had caused 
the change. The problem magnified dramatically when celebrities such as 
Wil Wheaton incorporated Harper’s personal blocklist into their own per-
sonal lists, before advertising those lists to their broad audiences as an 
‘improvement’ on the ggautoblocker. This resulted in a process of ‘metas-
tasization’ whereby uncurated blocklists that functioned as infrastructural 
silencing tools propagate through personal and professional networks 
(Jhaver et  al. 2018, 23; ‘@persenche’ 2020; ‘secretgamergirl’ 2018; 
‘sjwomble’ 2016).

It’s not the blocklist, it’s the way they metastasize. You sub to a blocklist, 
and then that becomes the basis for your own list, and people who were 
randomly swept up keep getting carried forward with each new iteration of 
the list.

And once you use a blocklist? *you can never undo it*.
and you have *no idea* who you blocked.
I’ve had actual IRL friends discover they had me blocked.
You are surrendering control over the scope of your interactions to a 

*stranger* and whatever biases and personal grudges they happen to embed 
in their list. (‘@persenche’ 2020)

Worse, once the impact of the problem became known, harassment com-
munities—particularly anti-trans bigots—began adding people from the 
trans community and other marginalised groups to lists that lacked mod-
eration and scrutiny. As a result, many people have found themselves 
silenced without knowing why, or even necessarily, being able to prove 
that is what has happened to them (‘@persenche’ 2020).

There have been attempts to use blockbot technology to solve the 
problem. For example, @unblock_list will inform users what blocklists 
they are on if they tweet ‘what blocklists’ at the bot, and has lists of people 
it recommends as unfairly included on blocklists. However, that does not 
remove affected people from the lists, and if you as a user decide that you 
have subscribed to a list that you now believe to be corrupt, there is no 
way to simply unsubscribe without removing people manually. There is no 
method to solve the disproportionate visibility and ongoing contagion 
provided by Harper’s blocklist. It is still being circulated and added to in 
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2020, without any oversight since it is her personal list, and the online 
community has no reason to distrust its contents. Plus, it is still propagat-
ing through other people incorporating it into their own blocklists and 
sharing them. Additionally, legitimate bad actors are also included on the 
unblock_list among the people unfairly targeted, and there is no way to 
tell who is who without checking them individually or knowing them 
beforehand. Effectively, once blocklist/blockbot technology has been 
abused, it is difficult to restore trust back into the system and impossible 
to generate a ‘clean’ list.

Blockbot technology presents a strong enough tool in theory that there 
is interest in learning how to rehabilitate them and rendering them safe for 
marginalised groups to enjoy their benefits without being targeted through 
them. For example, Jhaver et al. present a substantial analysis of blockbot 
dynamics and argue that there are ways which could mitigate problems 
like the ones discussed here going forward (Jhaver et al. 2018). These sug-
gestions exist alongside Geiger’s suggestions for responsible curation 
(Geiger 2016, 797–98). However, users from marginalised groups have 
argued that there is a fundamental and foundational mistrust in the tech-
nology, based on how easily and insidiously it has been used against them 
(‘@persenche’ 2020; ‘sjwomble’ 2016). It may be that it is as difficult to 
restore trust into blockbot technology as it is to salvage a compromised 
blocklist.

‘Real Name’ Policies

Another suggestion often made for mitigating problems with harassment 
online is ‘real name’ policies and other initiatives that assume that harass-
ment only happens due to the anonymity of the environment. The core 
concept that removing anonymity will reduce online harassment has 
undergone significant critique: Emily van der Nagel and Jordan Frith 
argue that Facebook’s strong opposition to anonymity is motivated by 
profit rather than security (van der Nagel and Frith 2015); some argue 
that these policies will have (and are already having) a disproportionate 
impact on already marginalised groups (Carroll and Holpuch 2015; Cat 
2015; Citron 2014, 239; Holpuch 2015); while  others argue that the 
approach fundamentally will not work because people already harass under 
their legal names, and/or the policies misunderstand the motivations for 
online harassment (Collins and Cross 2015; Cross 2015; Dash 2016; 
Phillips 2015, 156; Rösner and Krämer 2016). Removing anonymity as a 
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tool would likely have a bigger negative impact on the people harassment 
communities attack than on the people doing the attacking. Whitney 
Phillips argues that focusing on behaviour is a more productive option 
than attempting to remove anonymity overall:

I believe we should focus on specific problematic behavior and the context 
in which the behaviors occurred. In each circumstance we should examine 
who is exerting power over whom, what the repercussions are for the target 
and whether the behaviors are persistent or ephemeral. By focusing on spe-
cifics, one is much more likely to arrive at nuanced conclusions, and more 
important, actionable steps. (Phillips 2014)

The Free Network

In another example of tools that can potentially be dangerous if misunder-
stood, The Free Network (TFN) represents a suite of interconnected digi-
tal platforms that can create networked publics and are often suggested as 
a safer alternative form of social media. Robert W. Gehl has written exten-
sively about the significant differences between the networked publics 
associated with alternative social media (ASM) when compared to corpo-
rate social media (CSM), and the ways that ASM are more responsive to 
the needs of their audiences (Gehl 2015). However, the underlying design 
of platforms within TFN such as Mastodon, Diaspora and others5 (Tilley 
2017) opens the door to security and harassment problems. These prob-
lems are caused by how their infrastructure functions and how the public 
conceptualises both social networks and networked publics (‘@3fin-
geredfox’ 2018; ‘@adrienneleigh’ 2017a; 2017b; 2018; ‘@cassolotl’ 2018; 
Pincus 2017; ‘@_sagesharp_’ 2018). In essence, even though a platform 
like Reddit hosts innumerable networked publics,6 its underlying infra-
structure is consistent across all of them. When dealing with an example of 
ASM that uses TFN, such as Mastodon, that is no longer true.

TFN is a platform for creating networked publics that can communi-
cate with each other, rather than a singular social network. The affor-
dances and design of one space created using Mastodon may be entirely 
distinct from any others, contributing to differences in the networked 
publics and cultures of their environments. This dynamic produces many 
strengths: there is a significant diversity of options to choose between 
compared to more monolithic CSMs such as Twitter. In addition, people 
are free to both create and find spaces that will suit their needs, all of 
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which are not driven by a profit motive and advertising. The downsides 
are that

	1.	 the people running each networked public have total control over them;
	2.	 there are no tools for oversight or transparency of those in charge; and
	3.	 the technology itself provides the people running each networked pub-

lic with access to any communication internal to their server or enter-
ing it—private or not (Anthony 2018).

The underlying code of each instance might share the same software back-
bone, but can be modified by the administrators at will. For example, they 
could set up their instance to ignore commands to delete posts, keeping 
them indefinitely—and again, regardless of whether they were private or 
not. As Adrienne Leigh says,

to folks helpfully pointing out that Twitter has copies of all your Twitter 
PMs, etc.—yes, users understand that, i promise.

Here’s the thing: Twitter is untrustworthy but THERE’S ONLY ONE 
OF IT. And if it changes management, WE’LL KNOW. GNUsocial instances 
are myriad, ANYONE can run them, & they can be handed off silently to 
new admins. Instead of trusting ONE shady entity you are trusting 
MANY. (‘@adrienneleigh’ 2017a)

One of the important things that Leigh highlights here is the issue of per-
ception. Many of the issues with TFN could largely be resolved if the users 
were clearly aware that it is not a singular monolithic networked public 
and instead provides tools that can produce networked publics run by 
random people with their own rules. There are different clear risks—and 
approaches to manage those risks—when being social within a server run 
by someone in your circle of friends or a stranger online when compared 
to CSM. The issue is that currently it is not clear that TFN produces 
spaces that need to be treated as closer to the former than CSM, meaning 
people do not manage the risks involved appropriately.

Many people are unaware of how the platforms connected to TFN 
function. It is easy to conclude that they are subscribing to a singular net-
worked public called ‘Mastodon’ rather than a singular splinter run by 
volunteers, without oversight, which communicates to the wider collective 
(‘@adrienneleigh’ 2017a). ‘Counter.Social’ provides an example of the 
problem. The site looks professional and presents itself as a ‘social network 
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platform,’ suggesting a similar level of organisational structure to a CSM 
(‘@th3j35t3r’ 2017). However, the site is functionally a Mastodon instance 
run and entirely controlled by a hacker known as ‘The Jester’ (@th3j35t3r) 
who has previously gained access to personal information in order to hunt 
and attack specific targets (Ullrich 2012; Wagenseil 2012). The site’s 
design is solely at The Jester’s whim and blocks accounts from a list of 
‘hostile nations’ (‘@th3j35t3r’ 2017) on the grounds that they are host to 
threats to online privacy and security. It additionally blocks Pakistan 
because The Jester blames the citizens of the country for the fact Osama 
Bin Laden hid there (‘@th3j35t3r’ 2018). There is nothing in the site’s 
design to inform the public that it exists under the control of one person 
with no oversight because it looks like CSM.

An issue that magnifies the problem is that Mastodon and Diaspora, 
two of the larger sub-platforms within TFN, lack basic tools for handling 
harassment because just as with CSM, the developers do not take the issue 
seriously (‘@3fingeredfox,’ 2018; ‘@adrienneleigh,’ 2018).

The fundamental design of TFN and its multiple subsidiaries is also 
open to subversion in other ways. A pragmatic consequence of every 
instance built using the different TFN platforms functioning as an island 
unto itself is that it is trivially easy to take someone’s username and iden-
tifying information from one instance and register an account on a differ-
ent one (‘kovah’ 2017). The problem here is, again, a social one. People 
intuitively understand by now that a particular username on a Yahoo email 
account is not necessarily the same person who is using that username for 
their Gmail account. However, since CSMs like Twitter are a singular net-
worked public, people often do not apply the same logic they use for email 
to ASMs like Mastodon instances, Diaspora pods and other equivalents.7 
As a result, they are ripe spaces for impersonating someone through regis-
tering their name on another instance, and attempts to destroy someone’s 
reputation in this way have already happened.8 Likewise, someone could 
use exactly the same process to attack people, but deny responsibility by 
claiming they had been impersonated. From the outside, the two cases 
would look identical, and despite using all of their identifying information, 
it would be functionally impossible to prove in either direction without 
external information.

5  PROBLEMATIC TOOLS AND PLATFORM COMPLICITY 



116

Platform Complicity

A fundamental elephant in the room regarding online harassment is that 
social network platforms are complicit in the abuse done using their ser-
vices. They provide the tools and spaces with which abuse and harassment 
are committed, and this fact must be clearer to them than anyone without 
insider access to their traffic and other information. However, they are—at 
minimum—indifferent to the problem. Both CSMs and many examples of 
ASMs are designed and dominated by the demographics of straight, cis-
gender white men who are at the least significant statistical risk of online 
harassment (Rubin et al. 2020, 1). As a result, there is a lack of consider-
ation for how the affordances of online spaces will be weaponised, and a 
corresponding lack of motivation to become involved once they have been 
weaponised. There are parallels to what Danielle Keats Citron identifies 
regarding law enforcement and the legal system’s disinterest in prosecut-
ing abuse and harassment (Citron 2014, 73–94). Male-dominated organ-
isations do not establish rules to account for concerns that do not affect 
them, and are then unmotivated to deal with problems that either breach 
the rules which exist or suggest those rules need to be changed. However, 
the complicity of CSMs and the people behind them goes beyond 
disinterest.

There are tools available to social networks that are not being applied 
or at least not applied to the service of reducing abuse. A very simple 
example is that despite claims Twitter itself does not have the tools to 
combat abuse and harassment within its network; Twitter has rapidly 
removed gifs, images and footage of the Olympic Games because of copy-
right claims from the Olympic Committee (Silverman 2016). This shows 
that Twitter has access to tools that would allow it to take an active hand 
in shaping the networked public that it is responsible for, but refuses to do 
so outside of protecting financial relationships with corporate partner-
ships.9 If Twitter is capable of pulling down Olympic gifs, it is capable of 
pulling down gifs designed to trigger epilepsy and cause seizures which 
were used to attack Jewish journalist Kurt Eichenwald, among many oth-
ers (Eichenwald 2016). Likewise, the same example suggests Twitter has 
the tools to remove images from the Holocaust that people protesting 
neo-Nazis are flooded with (Warzel 2016b). The rules and guidelines by 
which Twitter operates, and even the terms and services, are also fre-
quently not applied, even in clear-cut cases (Sarkeesian 2015; West 2014; 
Warzel 2016a). Another example is the fact that Twitter is legally required 
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to block neo-Nazi accounts within France and Germany and created a tool 
to do so in 2012, but refuses to apply the same tool to its networked pub-
lic globally (Feiner 2019; Lomas 2017; Martin 2017). We are left to spec-
ulate as to why a tool that would be easier in some ways to apply globally 
has instead been applied to the lowest number of countries required by 
law.10 As discussed earlier, Facebook has human employees review reports 
of abuse and harassment, which is a significant improvement from attempt-
ing to solve the problem using algorithms. However, Facebook publishes 
rules for moderation that requires those employees to adhere to rules 
which dictate that actively hateful, clearly anti-Semitic imagery is accept-
able and must not be interfered with (Koebler and Cox 2018). These rules 
are part of a historical problem where Facebook monetises extremist 
white-supremacist content and creates rules by which it can continue 
to do so:

In 2018, Channel 4’s Dispatches uncovered Facebook’s ‘shielded review’ 
moderation system which permitted high-traffic right wing hate speech 
posted by groups such as the English Defence League and Britain First to 
remain online despite numerous complaints. (Thompson 2019, 84)

Critics have argued that one of the reasons toxic content is permitted on 
the platform is because the people posting it and engaging with it are ‘the 
really valuable ones’ to the site’s bottom line (Schipp 2018).11

Although there is not a proven explanation for the failure of CSMs to 
apply tools they have available to limit harassment and crowdsourced ter-
rorism, there are concrete examples where social media companies have 
directly profited from harassment on their networks (Shepherd et al. 2015, 
5). Adrienne Massanari highlights that during an event called ‘The 
Fappening,’ where a collection of private celebrity photos were posted 
online, people on Reddit directly sponsored the circulation of these 
images, buying enough of Reddit’s internal currency in six days to run the 
site for a month (Massanari 2015, 8). On Twitter, ‘impressions’ are 
defined as tweets that ‘actually generate interaction or replies from others 
online’ (Doctor 2013). Given that the people targeted by harassment have 
high levels of impressions as a direct result of their harassment, they and 
the people harassing them are valuable to the network so long as the 
harassment is sustained (Monteiro 2018; Vance 2014). A ‘quote tweet’ is 
a kind of retweet that makes the content you are responding to visible to 
your followers. This is frequently used to highlight material in order to 
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critique it or highlight its problematic nature: however, Twitter’s algorith-
mic systems seem to reward that kind of engagement as if a quote tweet 
was warm approval. As a result, the same systems which remove context 
from what ‘engagement’ is produces dynamics where people promote the 
content they set out to critique, because of the business model underlying 
those systems.

Facebook’s algorithmic business models are equally implicated in these 
problems:

Under Facebook’s engagement-based metrics, a user who likes, shares or 
comments on 1500 pieces of content has more influence on the platform 
and its algorithms than one who interacts with just 15 posts, allowing 
“super-sharers” to drown out less-active users. (Horwitz and 
Seetharaman 2020)

As discussed in Chap. 4, executives within the company12 scuttled attempts 
to remedy these problems despite research internal to the platform high-
lighting that

•	 accounts with hyperactive engagement were far more partisan on 
average than normal Facebook users;

•	 they were more likely to behave suspiciously, sometimes appearing 
on the platform as much as 20 hours a day and engaging in spam-like 
behaviour;

•	 partly as a result of algorithms influenced by these accounts, 64% of 
the growth in extremist groups occurred because Facebook’s algo-
rithms recommended them (Horwitz and Seetharaman 2020).

YouTube’s systems13 extend this dynamic further by opening the door 
to monetised abuse, on top of the algorithmic systems that encourage and 
profit from it that have been discussed previously: YouTube connects paid 
anti-LGBTQA+ advertising to LGBTQA+ content, encouraging bigots to 
pay in order to harass people producing content relevant to rainbow com-
munities online (Alexander 2018; Bardo 2018; Farokhmanesh 2018). In 
addition, Rebecca Lewis discusses the example of YouTube’s Super Chat, 
where users can pay to have their comments highlighted and pinned in a 
comment stream to increase their visibility—often including extremist or 
harassing content in the process (Lewis 2018, 41–42).
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YouTube’s relationship with extremism and harassment, however, goes 
beyond simply monetising what is already there: YouTube’s networked 
public actively encourages and rewards the creation and distribution of 
radicalising extremist material. Zeynep Tufekci documented the extent to 
which YouTube’s recommendation algorithms ensure audiences encoun-
ter more and more extreme content over time in an attempt to keep them 
watching, regardless of what that content is, and drive profit.

I experimented with nonpolitical topics. The same basic pattern emerged. 
Videos about vegetarianism led to videos about veganism. Videos about 
jogging led to videos about running ultramarathons.

It seems as if you are never “hard core” enough for YouTube’s recom-
mendation algorithm. It promotes, recommends and disseminates videos in 
a manner that appears to constantly up the stakes. Given its billion or so 
users, YouTube may be one of the most powerful radicalizing instruments of 
the 21st century.

This is not because a cabal of YouTube engineers is plotting to drive the 
world off a cliff. A more likely explanation has to do with the nexus of arti-
ficial intelligence and Google’s business model. (YouTube is owned by 
Google.) For all its lofty rhetoric, Google is an advertising broker, selling 
our attention to companies that will pay for it. The longer people stay on 
YouTube, the more money Google makes. (Tufekci 2018)

As a result, audiences who encounter material from what Rebecca Lewis 
calls an ‘alt-right influencer network’ (AIN) are gradually funnelled into 
more and more extreme content and discourse (Lewis 2018). Lewis’ anal-
ysis highlights that the white-supremacists and neo-Nazis who prefer the 
more neutral branding of ‘alt-right’ are adept at search engine optimisa-
tion, making their work very visible to searches that connect to their sub-
ject areas, at the same time as colonising more neutral or progressive 
language in order to expand their audiences.

I also found that influencers are explicitly using terminology affiliated with 
progressive social justice movements and are therefore appearing in search 
results for those terms. A number of popular videos from conservative influ-
encers use the terms “social justice,” “liberal,” and “leftist” in their video 
titles, as well as more specific terms like “intersectionality.” Currently, a 
YouTube search for any of those terms will bring back content from conser-
vative and libertarian political influencers within the top 10 YouTube search 
results. (Lewis 2018, 31)
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However, Lewis is very clear that although the algorithmic dimensions of 
YouTube’s problematic networked public are important, they are not the 
only problem. She argues that the neo-Nazi influencer network has devel-
oped social strategies designed to share their audiences and boost the 
viewership of all of those participating, even without algorithmic support 
(Lewis 2018, 36–39). As a result, a solely technological solution will not 
be enough to sanitise the networked public (Lewis 2018, 36). Another 
problem without a solely technological solution is the fact that YouTube’s 
networked public is not a one-way system, where the influencers are iso-
lated from the perspectives of their audiences:

The easy feedback systems on YouTube lead to discursive loops, in which 
influencers build audiences that ask for, or reward, certain types of content. 
For many of the political influencers in the AIN, the more extremist content 
they make, the more of an extremist and dedicated audience they build. 
Such audiences can, in turn, drive political influencers to deliver ever more 
extreme content. (Lewis 2018, 40)

Just as with any networked public, the design of YouTube’s algorithms is 
a substantial force-multiplier to the dynamics evolving within the space. 
However, removing the algorithms in isolation would do nothing to deal 
with the fact that there are online extremists purposefully radicalising their 
audiences through a variety of social practices, and that audience dynamics 
encourage influencers to make more extreme content as well.

This chapter has explored the ways that tools for responding to online 
harassment are designed and imagined by people who are among the least 
likely to experience harassment themselves. Those same people are among 
the most likely to find the idea of trying to solve complex social issues with 
‘neutral’ technology appealing. As a result, proposals to deal with online 
harassment are often either non-functional, dysfunctional or actively 
harmful to marginalised groups online.

In addition, technology industries and social network platforms have 
financial motivations not to change the status quo. We can see signs of this 
through occasions where corporate social media have

•	 not applied existing tools to the service of reducing harassment on 
their platforms;

•	 profited directly from harassment and not changed the infrastructure 
that enabled that dynamic to happen;
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•	 been resistant to stopping harassment as a result of those profits or
•	 designed new services to maximise that profit.

The question becomes, if the people behind networked publics are either 
indifferent to—or profiting from—harassment and crowdsourced terror-
ism, what can be done to prevent or limit it and its impacts in future? The 
next chapter will propose methods for disrupting harassment communities 
and blunting their impact through treating them as ARGs.

Notes

1.	 Perhaps unsurprisingly, those who embrace ‘technological solutionism’ 
have a demonstrated tendency not to engage with people working in the 
humanities and social sciences on those exact problems, in all their depth 
and nuance.

2.	 Alongside being corrosive to functionally any human endeavour whatsoever.
3.	 In 2020, the live-streaming service Twitch established a Safety Advisory 

Council (SAC) to discuss moderating the community and drew public 
attention to its membership in ways that exposed the people involved to a 
harassment campaign (Grayson 2020). Having placed those people at risk, 
Twitch was slow to respond to the problem, took only lacklustre steps to 
protect the people on the SAC when they did act, and spent more time 
emphasising that members of the SAC were not Twitch staff and could not 
make binding decisions. Overall, the clear emphasis was more focused on 
protecting Twitch as a brand by mollifying the harassment campaign they 
had given targets than defending the people they had made vulnerable.

4.	 These issues affect culture more broadly, as can be seen in Citron’s exami-
nation of how extensively both the police and the legal system fail to take 
online harassment and threats seriously or to use tools that are already 
available for handling those cases (Citron 2014, 73–91).

5.	 Both saw a surge in accounts after the closure of Google Plus in 2019.
6.	 Subreddits develop their own cultures, shaped by and responding to the 

design and affordances of Reddit’s infrastructure.
7.	 Particularly not when examples like Counter.Social are designed to encour-

age people to mistake them for something closer to CSM.
8.	 Another example where I have witnessed the behaviour personally, but it 

has not left documentable material behind.
9.	 A report from the UK government highlighted that Google has similar 

issues: ‘We note that Google can act quickly to remove videos from 
YouTube when they are found to infringe copyright rules, but that the 
same prompt action is not taken when the material involves hateful or ille-
gal content’ (House of Commons/Home Affairs Committee 2017, 
10, 21).
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10.	 Similarly, Twitter has had great success in removing content from ISIS sup-
porters across its network, but has refused to apply the same tool to white-
supremacist extremism on the grounds that doing so would filter 
Republicans in the United States (Cox and Koebler 2019). In 2020, a 
Twitter account resharing content from Donald Trump with no alterations 
was suspended after operating for 68 hours on the grounds it was ‘glorify-
ing violence,’ while Trump’s account itself was defended as ‘public inter-
est’ (Yeo 2020).

11.	 And as discussed earlier, Facebook’s argument that anonymity drives 
harassment is motivated by profit rather than security (van der Nagel and 
Frith 2015).

12.	 Leaks have revealed the concerns of rank-and-file Facebook employees 
about the role of the platform in boosting dangerous content from Donald 
Trump which is in breach of Facebook’s guidelines but which is allowed to 
circulate because of his prominence (Newton 2020). They communicated 
these concerns to Facebook executives, who did not respond.

13.	 This discussion is leaving aside the ways YouTube’s algorithms effectively 
boost and automate harassment, as discussed in Chap. 4.
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CHAPTER 6

Reshaping the Landscape

The last chapter discussed tools frequently proposed to solve online harass-
ment, but which instead either do not work or make the situation worse, 
alongside financial motivations online platforms have not to change the 
status quo. This chapter proposes methods that could be used to limit 
online harassment and mitigate its impact by approaching harassment 
communities as alternate reality games.

Although, as discussed in Chap. 3, it is functionally impossible to shut 
down a harassment community from the outside, it is possible to set up 
online spaces—and thus networked publics—that discourage the forma-
tion of harassment communities and make users safer from abuse.

The central principle of designing networked publics in order to make 
them inhospitable for harassment communities is to put agency in the 
hands of the people who use them and allow them as individuals to con-
trol their own engagement with the online space. Harassment communi-
ties depend on the affordances of the networked public to create areas 
where the users do not have control over their engagement and essentially 
trap them against those walls: if you want to use the space, you have to 
accept this dimension to your engagement. Twitter is an obvious example: 
there are very limited tools for filtering your mentions or replies, meaning 
that if a harassment community wants to dogpile you, it is hard to stop 
them.1 In comparison, Rosie Pringle highlights the significant impact that 
giving people agency over their experiences of engaging with a networked 
public can have (Pringle 2016). Pringle argues that although a set of 
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external rules can be gamed, it is much harder to circumvent ‘rules’ applied 
at an individual level—and it is easy to correct if someone tries 
(Pringle 2016).2

In this chapter I will explore a series of possibilities that a networked 
public could use to raise the level of agency of its users and thus make the 
pragmatic labour of harassment communities harder and less satisfying to 
accomplish. Many of these suggestions were never formally published or 
originate from authors who asked not to be cited due to the likelihood of 
receiving more harassment if they were noted here: it is both safe and 
important to assume that they originate from a broader community rather 
than myself if they are left without specific citation.

All of these possibilities would be best explored through methodolo-
gies of intersectionally feminist Human-Computer Interaction (HCI) to 
ensure that they contribute usefully to safe and inclusive networked pub-
lics (Bardzell 2010; Bardzell and Bardzell 2011; Fiesler et  al. 2016; 
Suchman 2009). A vital part of that process would be to have as many 
diverse perspectives on them as possible from conceptualisation, imple-
mentation and through to development, including asking people the 
seemingly simple question, ‘how can these be used by malevolent actors?’ 
Refinement after release based on feedback would also be necessary, given 
how creatively unpredictable bad actors can be.

Filtering and Visibility

One example of a change to networked publics that would dramatically 
limit the ability of harassment communities to control the experiences of 
the people they target would be to design infrastructure to offer easy filters 
for replies, mentions and so on. If users had access to a channel or stream 
entirely made up of communication from known friends, then they could 
continue to communicate with those people unhindered by a flood of 
harassment elsewhere (Auerbach 2016; Harper 2016). Not everyone 
using the platform would require this option, so allowing people to select 
a mixed list of all communication, a filtered list of communication from 
friends, a filtered list of communication from strangers, or potentially as 
many as desired in parallel, would put control back into the hands of peo-
ple using a given platform. In 2017, Twitter released a series of optional 
filters for notifications to improve this facet of the service (Cohen 2017; 
Shaul 2017). However, in 2020, the options remain largely 
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unpopularised, and some users are surprised to discover they exist after 
complaining of their absence.

Another important form of opening up control would be to replace the 
binary decision to have your posts open to the public or be closed, as cur-
rently exists on sites like Twitter, which poses a significant restriction on 
an individual’s ability to use social media. Instead, users should be allowed 
to set variable levels of access/engagement—and in parallel to access, users 
need to be able to set variable levels of visibility. Control over visibility 
would mean that a given users’ content simply cannot appear to individu-
als within categories they set, even if reshared by third parties or searched 
for directly. Blocking access from accounts in key categories limits their 
capacity to reshare posted material, to reply and so on, but means the 
content can still be seen. Rendering content invisible to people in key 
categories goes further in that it means that the content functionally does 
not exist for them and cannot be engaged with at all—essentially meaning 
that a harassment community would be unaware a given person was using 
the platform. An obvious option to provide users with here would be to 
control whether people who are not logged into the platform can access 
your content, or even see it at all: if applied, these options would auto-
matically prevent block-evasion as currently exists on most platforms, 
because anyone logging out to avoid a block would still be unable to reach 
their target. The option of setting individual posts or potentially entire 
accounts to deny engagement or be invisible to anyone except lists of spe-
cific named accounts would be useful for controlling context collapse, as 
has been possible using Google Plus, LiveJournal and Dreamwidth.

Danilo Campos proposes a number of categories that users should be 
able to block, and I argue that they would be equally valid as criteria to 
become invisible to as well. Campos proposes optional filtering based on

•	 the age of the accounts;
•	 the number of people the accounts are following;
•	 whether the accounts use particular words/phrases/hashtags nomi-

nated by the user and
•	 whether the accounts are blocked by more than a given number of 

people the user is following3 (Campos 2014).4

Users should be able to access spectrums of filtering on each axis by being 
able to specify the points at which each triggers, because that puts agency 
back in their hands.5 Pringle likewise proposes the ability to mute/filter 
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any posts based on any content the user chooses not to see—and suggests 
that the ability to share these lists between users would be useful if it were 
done in a transparent fashion (Pringle 2016). Caroline Sinders proposes 
the option of filtering accounts that you have no friends in common with 
(Sinders 2015). Campos highlights that blocks need to be ‘opaque,’ in 
that people who have been restricted need to have no sign that they have 
been filtered, and this is potentially another area where the option to con-
trol opacity should be provided to users (Campos 2014). The risks associ-
ated with blocking being visible6 are reduced if the platform features 
options which guard against block-evasion, and individual users will be 
able to assess how controlling the visibility of blocks would affect their 
engagement with the networked public.

Further possibilities for filtering could tie to layered, parallel authenti-
cation options for accounts, such as where people could tie an account to 
a phone number, credit card and/or physical address.7,8 Providing multi-
ple options would make some level of authentication flexibly available to 
as many people as possible as a way to help screen out bot accounts. 
Allowing users to block or become invisible to unauthenticated accounts 
(potentially allowing them to select which authentication methods—or 
combination of methods—to allow) would be another means by which 
they could curate and control their experience of a space. A further benefit 
of such a system is that it would add to the existing filtering systems to 
create concrete consequences for poor behaviour on the network. If you 
are blocked by someone, in the system proposed here you cannot block-
evade simply by logging out, and although you could potentially create a 
new unauthenticated account quickly, the flexible filtering options mean 
there is no guarantee you will be visible to (or even able to see) anyone 
who just blocked you. If there were visible cues of authentication such as 
colour tags or badges signalling the different kinds (or multiple layers) 
that have been applied, this would potentially make bot-based amplifica-
tion of messages more visibly unreliable in comparison to human accounts. 
If authentication is flexible, secure, simple to apply and visibly communi-
cated, then accounts lacking any authentication methods at all will likely 
stand out as unusual.

Giving users control over their content would be a vital supplement to 
these flexible filtering systems, such as allowing users to control how indi-
viduals or audiences can engage with their content. For example, users 
ideally need to have modular options at the post level allowing them to 
create public posts that are visible but cannot be responded to or reshared, 
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all the way through to posts that can be reshared and responded to but 
which will only be visible to users fitting key criteria. In addition to being 
able to filter who can see/interact with content even once it has been 
reshared, users need to be able to delete that content and have that dele-
tion carry through the network. Ideally, users also need to be able to 
change the visibility/engagement settings on posts after the fact, as they 
adjust the level of energy they have to handle responses, or if they get 
unexpected, unwanted attention from harassment communities.

Third-Party Reporting

Allowing third-party reporting would mean that people targeted by 
harassment communities are not expected to handle the problem them-
selves (Coccimiglio 2015). Studies have shown that less than half of 
reports of harassment or abuse come from the people attacked themselves, 
highlighting how useful an option it is to provide (Geiger 2016, 792; 
Kessler 2015). One advantage of third-party reporting being a possibility 
is that it provides a secondary line of response that does not assume the 
flexible filtering systems proposed here will innately solve harassment 
problems. The reporting process also needs to be as streamlined and intui-
tive as possible to encourage people to engage with it—and that includes 
closing the loop by noting whether action was taken, even if the specifics 
remain confidential. Contextual information regarding the person making 
the report and their relationship to the person they are reporting attacks 
on would also be useful: if they are reporting a reply to a post, are they 
following the person being replied to? Is the person making the reply also 
following the person who they are responding to, or are they otherwise 
not connected? Is there topical bot activity related to them or to events 
they have discussed prior to the report (Lapowsky 2018)? There are layers 
of information that could help diagnose mass-reporting, even if the flexi-
ble filtration systems would make it less likely: such a system provides 
parallel tools for dealing with mass-reporting by hiding content and/or 
accounts from attackers, without preventing or limiting users from engag-
ing with the affordances of the social network.
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Human Moderation, Clarity of Site Rules 
and Precision in Tailoring Individual Experiences

The layers of information associated with reports need to be sent to human 
agents rather than automated processes. Those humans need to be able to 
respond without any restrictive rules limiting their ability to act against 
hate speech of the kind that Facebook provides (Koebler and Cox 2018). 
There is no algorithmic solution to online harassment, and human over-
sight is vital since context always matters. However, since it is both vital 
and a dangerous job, all moderation staff need to be provided with mental 
health support for dealing with horrific and traumatising content (Dwoskin 
2018; Whigham 2018). In addition, there needs to be transparency 
around abuse on the platform, such as numbers of account suspensions 
and content takedowns related to abuse complaints, the numbers of com-
plaints, type of complaint and what the results of complaints were. Without 
reliable data on abuse, it is difficult to hold platforms accountable for their 
response to it or to trust their public-facing statements on the subject 
(Coccimiglio 2015; Dewey 2014).

Rules against impersonation at all levels—such as creating fake accounts, 
editing posts or screenshots of posts, and distributing material from the 
above, along with other techniques—need to explicitly be against the rules 
of the platform. There need to be reporting options associated with them, 
along with similar rules against posting personal information for the pur-
poses of harassment (Alexander 2016).

Randi Harper lists a series of specific technical suggestions for modify-
ing Twitter’s infrastructure to improve peoples’ ability to deal with and 
respond to harassment, and they would be a good checklist for the affor-
dances of other platforms as well (Harper 2016). Muting all replies to a 
specific post needs to be an option, along with blocking or muting a 
hashtag or equivalent form of organising structure. Users need to be able 
to auto-mute any replies that mention your account made to users who 
you have blocked. Using the platform’s ‘search’ function needs to have 
options for filtering and excluding content from blocked users, and for 
hiding your content from people fitting categories you specify.

All of these specific solutions would likely be less critical in a context 
with functional, flexible filtering and visibility settings. However, in some 
ways they function as technological canaries for the platform’s coal-mine: 
if a user wanted to handle a specific problem along these lines, would the 
platform give them the tools they need for tailoring their experience? 
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Additionally, Harper argues that it needs to be possible to list posts and 
content that has otherwise been directly blocked or filtered, and only 
those, to facilitate evidence-gathering and reporting of the accounts that 
are a problem (Harper 2016): if users lack these options, pursuing their 
harassers through formal complaints or the legal system is difficult. 
Likewise, there needs to be a list of content you have reported, ideally that 
ties to formal actions from the platform made in response.

All of these settings need to be remembered by the platform itself so 
that there is as little repetition or friction for the user as possible in setting 
the boundaries and circumstances through which they intend to engage 
with the networked public. Making something possible but requiring the 
user to re-establish their parameters each time they log in, or on some 
other schedule, functionally establishes a default for the site that is outside 
their control, rather than supporting their agency across their experience 
of the networked public.

Putting as much flexible, individually tailorable control as possible into 
the hands of users defangs a significant proportion of existing harassment 
campaign tactics and makes it harder for the tiers that make up harassment 
communities to operate. If they cannot see or engage with accounts that 
have filtered them, they cannot get information out of those target 
accounts back to the harassment community, and they simultaneously can-
not easily reach targets with their harassment. If their harassment does 
successfully reach target accounts, then those accounts have multiple 
options for responding to the problem—and some foundational design 
discussed here would limit how much that harassment prevented the tar-
gets from being able to use the site.

One tactic members of harassment communities employ which would 
survive the methods suggested here is to follow someone with an entirely 
innocent-seeming account, using it to pass information to the community. 
Although it is possible that surveillance-accounts could survive individu-
ally tailorable filters and maintain contact with the person being targeted, 
the tools would make responding to the problem easier. Firstly, new 
attempts to ‘innocently’ surveillance-follow someone already concerned 
about harassment would be filtered by existing controls on how old an 
account needs to be before it can see or potentially interact with their 
posts or account. Additionally, if someone discovered that their informa-
tion was being passed to a harassment community despite their filters, they 
would have the ability to lock down further and test at what point the 
problem stopped. Although this process could only be done by the person 
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being harassed, the ability to experiment in order to isolate probable prob-
lem accounts would be a possibility in a way it otherwise would not.

Disrupting the Tiers of Harassment Communities

All of the features discussed here contribute towards disrupting the ability 
of tiers within the harassment community to function. They limit the 
capacity of the different tiers to gather information and their ability to 
communicate with their targets. In turn, those limitations will reduce their 
impact and even their motivation to form on the platform.

A problem is that if a harassment community cannot function on a 
given platform, they will attack on platforms better suited to the purpose. 
The upside is that even if this were the case, there would be a safer space 
online for people being targeted by harassment campaigns to exist within, 
and all of the harassment community strategies tied to isolating targets 
and destroying their ability to communicate and ask for help would no 
longer work.

If the platform had sensible rules, reporting tools and responses to 
harassing behaviour, that would disrupt the ability of tiers to communicate 
internally among themselves. Even in absence of formal responses to 
harassing behaviour, flexible filtering tools tied to visibility and engage-
ment would create consequences for poor behaviour because it would no 
longer be possible to evade blocks and return with newly formed accounts. 
As a result, these approaches avoid many of the problems associated with 
offloading the effort and responsibility of solving the problem of harass-
ment onto already marginalised people. Those marginalised people would 
have significant ability to control their engagement with the networked 
public via these tools, without needing to rely solely on formal support 
from the platform.9

The goal would be to change the status quo where defending against 
abuse is more time and energy than abusing someone, into a dynamic 
where users have tools which let them reduce the impact of abuse easily, 
potentially ahead of time. Simultaneously, the effort required to reach 
someone and harass them would rise. That is not a defence in itself, since 
people in harassment communities have shown a terrifyingly dedicated 
willingness to spend incredible time and energy to the cause of abuse, but 
every little bit helps. Every incremental change which makes abuse more 
difficult or easier to evade will likely reduce the size of the tertiary, audi-
ence tier of the harassment community. Reducing the size of the tertiary 
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tier will correspondingly reduce the number of people who then choose to 
rise into the secondary and primary tiers. It will also reduce the number of 
people cheerleading for the existing people in those more active tiers.

It is a massive understatement to say that the suite of options suggested 
in this chapter would pose challenges for conceptualisation, design and 
implementation. However, the key is that the more of these principles any 
given platform can achieve, the better, and most existing platforms are not 
achieving many of them—if any. Regardless of the specifics for how doing 
so is accomplished, the central principle of designing online spaces and the 
networked publics they shape needs to become making them as hard to 
weaponise as possible and as easy for users to control their engagement 
with. Any platform which does less is directly complicit in the abuse com-
mitted through their networked publics, either due to negligence or via 
profiting from it.

Case Study: Pillowfort.Social

Pillowfort.Social is an example of alternative social media (ASM). It does 
not gather and on-sell information from its users to advertisers, nor does 
the site present advertising to users as part of the site design unless they 
explicitly consent to them. Instead, its business model follows Dreamwidth 
in approaching the users as potential customers who can be sold expanded 
services. The site began development in 2015, eventually raised US$57,000 
development funding through Kickstarter in 2018 and then moved to a 
model where accounts could be purchased for US$5 each during a closed 
beta (‘PretzelSpaceship’ 2019). Since November 2019, users can share up 
to three invite codes a week for free, and the intent is for the site to open 
to the public in 2020.

Pillowfort is notable for the ways that its underlying design has been 
constructed to produce a networked public that is relatively resistant to 
online harassment.10 For example, the site features an accessibly written 
policy document (Baritz n.d.) and privacy policy (Baritz 2019), and those 
documents explicitly define behaviours associated with online harassment 
as problems that can be reported and will be acted on. The site’s Twitter 
account explicitly mentions banning neo-Nazi accounts (‘@pillowfort_soc’ 
2018), suggesting that the policies are tied to active practices of support-
ing the community.
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A central pillar of Pillowfort’s design is to give the users control over 
their posts and how those posts are engaged with. For example, each 
post can be

•	 made public
•	 restricted to be visible only to people logged into the site;
•	 restricted to be visible only to people following the user’s account11;
•	 restricted to be visible only to people following the user who the user 

is also following back, a category called ‘mutuals’ or
•	 restricted to the user themselves.

In addition, posts can be restricted so that nobody can comment on them 
or nobody can reshare them. Restricting the audience who can see a post 
marks it as non-rebloggable by default, but this can be turned on again by 
the user.

These settings provide a granularity of visibility and engagement, con-
trolled by the user, and importantly, this can be changed at any point: 
there is effectively only one copy of each post, and that copy remains 
under the author’s control at all times. As a result, if they edit a given post, 
delete it or change any of its visibility or engagement settings, those 
changes propagate through Pillowfort’s network. This avoids the problem 
‘Coyote’ identified where Tumblr’s design created innate context collapse, 
and guaranteed that authors lost control of posts as soon as they are 
reshared, as discussed in Chap. 4 (‘Coyote’ 2019).

Pillowfort has threaded replies in response to posts, something which 
contributes to substantial changes compared to other networked publics. 
Firstly, this reinforces that the authors of posts retain control over that 
‘space’ within the networked public, because all engagement with their 
posts happens where they can see and control it. Even if a post is reshared 
into a community that the author does not participate in, they will see 
responses to it. Secondly, it avoids another of ‘Coyotes’ critiques of 
Tumblr, in that since conversations are encouraged by the site design, 
there is no need to reshare material in order to critique it, changing the 
tone of the networked public overall (‘Coyote’ 2019).

When there are problems in the responses to a given post, users are 
given agency in responding to them. The problem replies can be deleted 
without fuss, and if a given poster is causing consistent problems, blocking 
them is also simple. The blocking tools are robust and instantly render 
both the person blocked and the person who blocked them invisible to 
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each other, meaning that they cannot encounter each other’s material 
again even by accident.

In the case of surveillance-accounts, Pillowfort presents easily accessible 
lists of who has followed your account and for how long. This is not a 
perfect defence by any means, but would help with narrowing down the 
likely offender.

Users also have access to blacklist filters which give them agency over 
rendering posts using particular keywords as tags, or in tags as well as the 
body of posts, completely invisible to them.

There are ways that Pillowfort could improve the design of its net-
worked public to give people more control over their experiences in it.12 
For example, although there are granular controls at a post level, each post 
defaults to being unrestricted: allowing users to set up personalised 
defaults would streamline the process. Also, controls over post visibility 
could be expanded: currently, there is no way of restricting based on the 
age of the account, for example, which would be useful for dealing with 
someone who has been blocked immediately creating a new account. 
There is also no current ability to post in a way that is visible only to a 
particular person or collection of people, for those situations where it is 
not exclusive enough to restrict a post to everyone you are following who 
is also following you. It would also be useful to increase the number of 
post flags available, expanding the current ‘Not Safe for Work’ flag to exist 
alongside an ‘Adult Content’ flag and potentially others. Using one flag to 
cover both situations causes problems, discourages some people from cor-
rectly applying flags and means people who would like to filter one option 
but not others either encounter material they would prefer not to or cut 
out content they would otherwise like to see.

Pillowfort.Social’s underlying design and conceptualisation provides 
agency to the people using the site, with substantial consequences for the 
networked public growing up within it. Although there are ways its design 
could be improved further, the fundamental philosophy of approach puts 
the experience of users as its focus, rather than its ability to absorb infor-
mation from them or otherwise monetise them. In this regard, it is a good 
example of the strengths Gehl identifies as being possible through ASM 
(Gehl 2015). One of the results of providing its users with agency over 
their own posts and experiences of the site is that they would be substan-
tially more difficult to harass in this context and have more tools for 
responding if someone makes the attempt. It also seems likely that the site 
itself would be more proactive than many other platforms have been in 
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responding to problems. One of the reasons for this is that the site’s busi-
ness model is grounded in attracting and keeping an audience who enjoy 
the space and who can be sold expanded account options. Making a pleas-
ant space people want to spend time in is their business model.

Case Study: Ahwaa

In contrast with Pillowfort.Social, Ahwaa has designed its networked pub-
lic to be as safe as possible through requiring good citizenship in order to 
participate. Ahwaa is an Arabic-language forum for LGBTQA+ people 
founded by Esra’a Al Shafei as an environment where people can be safe 
to discuss rainbow issues and meet each other (D’Arcy 2018). In order to 
protect the networked public from both ubiquitous internet bigots and 
police forces targeting LGBTQA+ communities, Ahwaa is constructed as 
a series of nested spaces arranged so that new members only have access to 
the outermost shell. The system works to use gamification to encourage 
good citizenship, and the site does not make people aware their access is 
limited: it simply opens up further as they contribute to the community:

Every positive interaction—such as sharing an experience, giving advice, 
making a comment or asking a question—earns points for a user. Users can 
also award points to others based on the quality of their interactions with 
that person. For instance, if you create a topic or thank someone for their 
post or thread, you receive five points. If you leave a comment that a user 
finds “helpful”, you get ten. This encourages people to be more responsive 
and friendly and to leave comments with substance—as Al Shafei puts it, 
“you can visit once, leave a super-insightful comment, and earn hundreds of 
points.” Users need 100 points to progress to the first level, 500 for the 
second, and 2,000 for third. (…) Most trolls on Ahwaa never make it past 
the very first chat rooms. “If there was someone trying to infiltrate the sys-
tem, they would have spend many hours being super supportive and coop-
erative,” Al Shafei says. “To really win against the trolls, we’ve found you 
have to exhaust them.” (D’Arcy 2018)

Ahwaa has been operating for over a decade in which bad actors have 
never reached the more private spaces. Al Shafei ascribes this success to the 
site developing a supportive community invested in quality engagement, 
which has produced insulation from malevolent infiltration. Additionally, 
Al Shafei’s point that Ahwaa is more exhausting for bad actors to try and 
infiltrate than it is for users to simply exist and communicate within is vital 
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(D’Arcy 2018) and stands in a stark contrast to most social media plat-
forms, where it is far easier to attack people than it is to defend yourself.

Chapters 3 and 4 have explored why the current status quo is intolera-
ble and puts marginalised groups at constant risk of life-ruining harass-
ment. Chapter 5 argued that the status quo is not neutral and has happened 
because it is profitable to companies who are either indifferent to harass-
ment or who actually profit from it directly.

This chapter has illustrated that alternatives to the status quo are pos-
sible: that the underlying design of networked publics can have a positive 
impact on creating spaces which resist online harassment, and are safer for 
people from marginalised groups as a result. The key is to provide people 
with as much flexible control over their own engagement with a space as 
is possible since harassment campaigns depend on removing agency or 
finding places where the design of the networked public removes it 
for them.

However, we are left with the problem of how to make that happen. It 
is clear that the status quo is not going to change by itself, and so the next 
and final chapter explores what the options may be for what will hap-
pen next.

Notes

1.	 Yishan Wong lists a collection of traits that add up to how easy Twitter is 
to abuse (Wong 2016).

2.	 Pringle’s comment is specifically in the context of taking inspiration for 
social media design from Massively Multiplayer Online videogames 
(MMOs) and on the design of profanity filters. However, I argue the point 
applies more broadly.

3.	 I suggest that blocks derived from an account being blocked by more than 
a given number of people a user is following should only apply if they have 
been blocked directly. That would avoid the possibility of contagion where 
blocks/filtering are automatically applied, raising the number of people 
blocking the account, which then raises the odds that they will be auto-
matically blocked by other users applying the option. Potentially letting 
users decide whether the blocks are applied directly or whether they are 
comfortable with the possibility of contagion would be another layer of 
control for this option.

4.	 Many of these possibilities have been introduced as optional filters for 
Twitter in 2017, but as noted earlier, their existence has not been adver-
tised and a large proportion of users are unaware they exist.
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5.	 As noted, Twitter introduced some of these concepts in 2017, but they are 
binary options where the user cannot adjust their own preferences for 
each, and things like what defines a ‘new’ account are opaque to the system.

6.	 Such as blocks being seen as a sign of ‘winning’ against a target, something 
harassers compete to collect, or a cue to try circumventing the security of 
the person being targeted.

7.	 Encrypted random number generating apps might be a possibility as well 
since they would be useful for confirming a level of human presence: the 
downside would be that the people who create and organise networks of 
bots could likely apply such an authentication method to their armies of 
fake accounts with fewer hurdles than the other options here.

8.	 It would be important that this information not be accessible or ideally 
even stored on social network servers wherever possible, to reduce the 
incentive to try and steal the relevant databases. Online auction sites have 
been handling problems like these by generating a random number code 
and sending it to an address via physical mail to authenticate a given 
address, without necessarily storing the address in their systems, so there 
are workarounds.

9.	 Ensuring that there was also formal support in addition to the ability to 
curate and control their own online spaces would be vital. However, it 
seems safe to suggest that a networked public defined by user agency and 
flexible tools without formal support and responses to reports would likely 
be safer than a space with good formal responses but which lacked those 
tools. Any platform is going to have multiple audiences with different 
needs, and so focusing on reporting systems and formal responses is cer-
tainly an improvement over many existing platforms. Unfortunately, this 
approach in isolation raises the chances that harassment campaigns will find 
areas where some parts of the user base can be attacked more easily because 
they cannot control their engagement with the space in the ways they need.

10.	 Given that the site attracted the attention of both Breitbart and Kiwi Farms 
in 2015 as being worthy of harassment, this may be as much a pragmatic 
response to the reality of online harassment as it is a foundational design 
philosophy in itself (Bokhari 2015; ‘JU 99’ 2015).

11.	 This option would neatly thwart attempts to block-evade by logging out 
the blocked account or viewing by browser.

12.	 There are also accessibility options that could be expanded across the site, 
to better allow people to shape their experiences around their own needs. 
For example, there is no way to change the aesthetic design of the main 
feed of posts on the site, and this causes problems for some users with 
vision problems. There are reasonably robust options for changing how 
your part of the site is seen by other people, but less how you see the rest of 
the site.
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CHAPTER 7

Conclusion: The Christchurch Call to Action 
Summit and What Follows

The vast volumes of online harassment which flows through social net-
works and online spaces are not a new problem and disproportionately 
target members of marginalised groups. Online harassment is the visible 
and digital expression of an ongoing culture of abuse targeting women 
and other marginalised groups across global societies, grounded in the 
entitlement and insecurity of cisgender, straight, white men.

The design of online contexts shapes the networked publics that form 
within them: in particular, internet services and social networks have 
unspoken or hard-coded rules that either do not prevent abuse or can be 
turned into weapons in the service of abuse.

Harassment campaigns are best understood as autonomous alternate 
reality games (ARGs) shaped by the networked publics they operate 
within, which frame terrorising their targets as the goal of the game and 
which award social and literal capital to the individuals who contribute 
best to that goal. The fact these cybermobs display analogous internal 
community structures and patterns of affective investment as ARGs sug-
gests that we can use this comparison to explore ways of discouraging 
them from forming and functioning in the future.

Providing users tools and agency with which to control and tailor their 
own experience of online spaces would disrupt the community dynamics 
and strategies that harassment campaigns function through, because they 
rely on online spaces taking that control away.

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-60410-3_7&domain=pdf
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Terraforming social networks and the networked publics they mediate 
to be more hospitable to online citizens than they are for organised harass-
ment campaigns weaponising them means we can protect the ability of 
people—particularly marginalised people—to exist online.

However, a fundamental problem that will need to be overcome is that 
existing social networks and online spaces are either indifferent to, or 
profit from, abuse committed via their networks. Alongside the algorith-
mic accountability suggested by Nicholas Diakopoulos, there is an equal 
need for affordance accountability that assesses how the affordances of 
online spaces impact the networked publics that they mediate (Diakopoulos 
2015). This would help highlight where social networks are abandoning 
their responsibilities, and either inspire better design of new, safer online 
spaces or encourage existing online spaces to change.

Given that, observably, the free market has not provided a solution for 
online harassment despite the fact that alternatives exist, we are left with 
the problem of how to make change happen. The status quo is intolerable, 
so what next?

The Christchurch Call to Action Summit is an attempt to change the 
global conversations around the status quo and one which makes some 
concrete positive contributions alongside some troubling elements and 
areas that introduce more problems than they solve.

Contextualising the Christchurch Call 
to Action Summit

In direct response to the white-supremacist terrorist attacks against the 
Christchurch Al-Noor Mosque and Linwood Avenue Islamic Centre in 
Aotearoa-New Zealand in March 2019, the government of Aotearoa 
announced the Christchurch Call to Action Summit (The Call) on the 
24th of April that year (Ardern 2019a). Spearheaded by Aotearoa’s Prime 
Minister Jacinda Ardern and Emmanuel Macron, Prime Minister of 
France, the summit occurred in Paris on 15 May 2019. The purpose of the 
summit was to begin a global discussion regarding ways to combat the 
proliferation of violent extremist content online (Ardern 2019b), and 
brought together a coalition of nations1 and large corporations.2 The 
pledge document that signatories nominally agree to is non-binding, is 
three-pages long and contains provisions under three broad umbrellas, all 
of which were published publicly online (‘Christchurch Call’ 2019).
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The Good

The Christchurch Call deserves recognition as a concrete, substantial 
achievement in several key areas. Firstly, as Peter Thompson argues, get-
ting a coalition of state-actors and massive multinational corporations to 
publicly agree to basic principles on a subject as important and divisive as 
this one potentially matters more than the non-binding agreement in itself 
(Thompson 2019, 90) and is almost unprecedented. The Christchurch 
Call offers a platform that can be built upon and has laid the groundwork 
for future discussions.

Secondly, it achieved this through massive international public pressure 
in the wake of the Christchurch attacks that meant both governments and 
corporations felt vulnerable. The fact that it avoided typical pitfalls of 
responses to crises, where the affected industry announces initiatives inter-
nal to itself or where governments try to respond in isolation, is also nota-
ble. As a structural response to a very complex problem, the Call shows 
significant promise. Having a diverse plurality of global nation-states 
responding to international citizen-led pressure trying to solve a problem 
together is more likely3 to reach robust solutions than alternative 
approaches centred on one country. Better still, the groups involved were 
powerful enough that technology companies who have historically refused 
to participate in these forms of discussions felt compelled to become 
involved. Perhaps most importantly, the Call is evidence that both govern-
ments and large corporations actually responded to sufficient levels of 
public pressure, suggesting that it is a method that can potentially achieve 
traction going forward.

Thirdly, the Call helped change the conversations unfolding regarding 
the role of social media in hate, harassment and terrorism. Jacinda Ardern, 
the Prime Minister of Aotearoa, has been publicly explicit in arguing that 
the Christchurch attack was ‘shocking in its use of social media as a tool in 
the act of terror’ (Ardern 2019a). Additionally, the Call makes specific 
mention of the algorithmic dimensions to online hate, requiring that 
Online Service Providers

review the operation of algorithms and other processes that may drive users 
towards and/or amplify terrorist and violent extremist content to better 
understand possible intervention points and to implement changes where 
this occurs. This may include using algorithms and other processes to redi-
rect users from such content or the promotion of credible, positive 
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alternatives or counter-narratives. This may include building appropriate 
mechanisms for reporting, designed in a multi-stakeholder process and 
without compromising trade secrets or the effectiveness of service providers’ 
practices through unnecessary disclosure. (‘Christchurch Call’ 2019)

Business models are also obliquely discussed in the section regarding 
responsibilities jointly held by both governments and Online Service 
Providers:

Respect, and for Governments protect, human rights, including by avoiding 
directly or indirectly contributing to adverse human rights impacts through 
business activities and addressing such impacts where they occur. 
(‘Christchurch Call’ 2019)

Prior to the Christchurch Call, it was unthinkable that major technology 
companies could publicly acknowledge the possibility that their algorithms 
and fundamental business models might amplify terrorist content or not 
respect human rights. The Call explicitly makes them part of the conversa-
tion going forward (Cheng 2019a, 2019b).

However, there are also areas where the Christchurch Call significantly 
undermines its own stated aims.

The Flawed

The Christchurch Call conceptualises the dynamics of online harassment 
in narrow ways. The understanding that the Call presents of the 2019 
attacks in Christchurch is that they were ‘normal’ terrorist violence unfold-
ing in a country that does not normally experience them and that they 
were broadcast online. As such, the key focus is on preventing such broad-
casts in future, since the understanding is that social media simply pro-
vided tools for magnifying the impact and reach of an act of terrorist 
violence that would have happened anyway. However, this understanding 
completely ignores the social dynamics which produced the Christchurch 
attack, of which the attack itself was merely the most visible dimension. 
The attacker wrote, ‘Well lads, it’s time to stop shitposting and time to 
make a real-life effort post’ (Macklin 2019; Rowe 2019) as part of their 
manifesto: they explicitly address a broader online community in the attack 
and are courting social capital within it through the attack.
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The Call shows no awareness of how Christy Dena’s concepts of tiers4 
function within the context of harassment communities. As a result, it 
misses the dynamics by which the members of the primary, most active tier 
are encouraged and supported by the membership of less active tiers and 
compete with other members of the primary tier for visibility. It also misses 
that the fact the terror attack was live-streamed was itself designed to 
encourage people to join similar white-supremacist communities online. 
This recruitment would then expand the size of the tiers and thus the odds 
that others will be willing, able and motivated to enact further terror 
attacks. Instead, it seems to believe that the Christchurch terrorist attack 
came from an isolated group who happened to use social media as a tool.

Additionally, although the Call makes specific mention of the algorith-
mic dimensions to the amplification of extremist content online, the focus 
appears to be on stopping its distribution rather than, again, the dynamics 
which fuel it. There appears to be little focus on the ways that YouTube’s 
algorithms are manipulated by, motivate and produce profit for networks 
of white-supremacists and other extremists (Lewis 2018). There is also no 
direct engagement with the fact social media companies currently profit 
directly from harassment.

The Christchurch Call’s focus on terrorism also seems very literal: it 
focuses on what can easily be labelled as acts of political violence in the 
eyes of the public, but would seem completely blind to something like 
Kiwi Farms’ organised attempts to drive marginalised people to suicide. It 
is also unclear as to whether Elliot Rodger’s murderous misogynist ram-
page would be on the Call’s radar either, despite the fact it and his incel 
manifesto have inspired other killings.

Beyond these conceptual issues, there are also practical concerns. The 
Christchurch Call is non-binding, but even so there is a complete lack of 
either a timeframe by which improvements might be assessed or informa-
tion about who would be positioned to audit any claims for progress that 
are made.

The Actively Problematic

In addition to areas where the Call’s specific policy frameworks undercut 
its stated aims, there are areas which either risk worsening the existing 
status quo or otherwise add new problems to the conversation.

One such example is that the summit began with the statement that the 
white-supremacist terrorist attack in Christchurch was ‘unprecedented’ 
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(‘Christchurch Call’ 2019), but such a claim ignores a significant amount 
of history and context. The terrorism in Christchurch was not the first 
time that social media platforms have been implicated in terrorism: this is 
the first time that a terrorist attack in a ‘western’ country was broadcast via 
the internet, but Facebook has been a significant factor in the genocide of 
Rohingya Muslims in Myanmar, for example, as covered in the Frontline 
documentary The Facebook Dilemma (Jacoby 2018). Additionally, a study 
called ‘Fanning the Flames of Hate: Social Media and Hate Crime’ by 
Karsten Müller and Carlo Schwarz demonstrated a link between Facebook 
use and violence against refugees in Germany (Müller and Schwarz 2018; 
Taub and Fisher 2018). Social media has been connected to acts of terror-
ism and broader social abuses for a long time. Explicit acts of terrorism are 
merely the tip of an iceberg produced by a vastly more substantial broad 
base of problem content and communities—and this base is ignored by 
the current framing of the Christchurch Call. To claim that the attack is 
‘unprecedented’ muddies important waters and endorses the idea that 
social media companies are blameless in both past events and the status 
quo. This is far from a neutral angle to be taking, particularly at a summit 
which is foundationally about preventing future terrorist attacks tied to 
social media.

Another area in which the Christchurch Call is in danger of simply 
adopting the terms preferred by the major social media platforms and big 
tech companies is around the positioning of how terrorism on social media 
is framed. Facebook COO Sheryl Sandberg made a public statement about 
the Christchurch Call and said,

There was not one country represented in that room that had not been 
touched by terrorism and violent extremism. And the terrorist’s goals are 
very clear: they aim to silence, they aim to stand against the values that we 
hold so dear, they aim to have people live in fear. And our goals are exactly 
the opposite—we want people to have voice, we want people to live with 
humanity and dignity. We want people to speak for tolerance and against 
hatred. (Cheng 2019c)

Sandberg positions Facebook as ‘one of us’ via a claim of shared values 
which stand against terrorism and the ideals of individual terrorists. 
Coincidentally, this positioning erases Facebook’s extremely public con-
troversies, many of which tie to its spread of intolerance and hatred and 
suggest that Facebook’s pursuit of giving people ‘voice’ is a neutral good 
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rather than their pragmatic business model. As such, Sandberg’s com-
ments try to reframe the Christchurch Call as a rallying cry for the status 
quo and frame Facebook’s business models as a brave defiance of a decon-
textualised terrorism.

Additionally, one of the risks presented by turning ‘terrorist’ into an 
empty-signifier is that recent history and the ‘War on Terror’ associates it 
disproportionately with Muslim communities. As a result, decontextual-
ised use of the phrase to signify ‘an enemy’ runs the risk of reinforcing the 
racist and Islamophobic assumptions which motivated the attacks in 
Christchurch. Doing so would place the Christchurch Call on the side of 
the attacker rather than the communities which have been terrorised.

Since the Christchurch Call was announced, companies like Facebook 
have announced policy changes which would appear to contravene the 
agreements made in the Call—and these have gone unchallenged. For 
example, despite the driving force of the Call being to stop the spread of 
extremist content online, Facebook announced a revised ‘newsworthiness’ 
policy framing anything a politician says to be publishable, regardless of its 
content, in September 2019:

Today, I announced that from now on we will treat speech from politicians 
as newsworthy content that should, as a general rule, be seen and heard. 
However, in keeping with the principle that we apply different standards to 
content for which we receive payment, this will not apply to ads—if some-
one chooses to post an ad on Facebook, they must still fall within our 
Community Standards and our advertising policies.

When we make a determination as to newsworthiness, we evaluate the 
public interest value of the piece of speech against the risk of harm. When 
balancing these interests, we take a number of factors into consideration, 
including country-specific circumstances, like whether there is an election 
underway or the country is at war; the nature of the speech, including 
whether it relates to governance or politics; and the political structure of the 
country, including whether the country has a free press. In evaluating the 
risk of harm, we will consider the severity of the harm. Content that has the 
potential to incite violence, for example, may pose a safety risk that out-
weighs the public interest value. Each of these evaluations will be holistic 
and comprehensive in nature, and will account for international human 
rights standards. (Clegg 2019)

Despite the extensive reassurances of the consideration Facebook makes in 
deciding what is and is not ‘newsworthy’ under this policy, it is unclear 
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what the threshold is for action. For example, the Christchurch Call makes 
specific mention that Online Service Providers need to act to ‘prevent the 
dissemination’ of ‘violent extremist content.’ However, there have been 
no attempts to limit the dissemination of President Trump’s statements on 
the platform which blame COVID-19 on China and Asian peoples, which 
have been connected to increases in xenophobic violence in an election 
year (Yam 2020).5 If Facebook will not honour the Christchurch Call 
under the precise circumstances its own policy says that they will, it is 
unclear when they ever would.

The Risks and Rewards of Regulation

Given that the status quo of the social media landscape is both intolerable 
and dangerous, and that the Christchurch Call is problematic and under-
utilised, the question becomes what can be done to change things. Peter 
Thompson has presented an extensive, nuanced and clear discussion of the 
tensions surrounding regulation alongside the opportunities raised by the 
Christchurch Call in ‘Beware of Geeks Bearing Gifts: Assessing the 
Regulatory Response to the Christchurch Call’ (Thompson 2019), and I 
will explore some of his ideas here.

Thompson notes that historically, governments have allowed tech com-
panies and social media platforms to largely regulate themselves due to 
their size, scope and complexity (Thompson 2019, 84). As a result, one of 
the difficulties of creating a more heavily regulated environment is that it 
is tempting for governments to delegate the specifics to companies who 
would then create regulation to suit existing market leaders to the detri-
ment of new competition and diffusing their liabilities onto third parties 
(Thompson 2019, 85).

The Christchurch Call is highlighted as contributing by bringing 
diverse stakeholders across nation-states and major corporations to the 
table, and ensuring that discussions of regulation can no longer be pre-
empted and shot down (Thompson 2019, 84, 99). As such, Thompson 
argues that it provides a useful foundation to build forward from, and he 
provides a specific framework for regulatory measures that would extend 
the Christchurch Call’s strengths while mitigating its weaknesses.

Thompson notes that one of the reasons major technology companies 
and social media platforms were motivated to participate was in order to 
avoid having to respond to a patchwork of different regulatory measures 
in different countries (Thompson 2019, 92). This means that citizens 
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pushing for more such measures in different jurisdictions become a con-
crete, decentralised method of bringing further pressure to bear on them. 
Thompson advocates continued domestic regulatory response on these 
grounds, alongside the fact that any results from a multilateral forum are 
currently hypothetical and would need to be implemented domestically in 
any case (Thompson 2019, 92).

Another domestic response that will be valuable going forward is to 
levy taxes on the domestic turnover of global intermediaries. Thompson 
highlights that this has already happened in Britain and France in initia-
tives that are important because they ‘reclaim online commercial turnover 
as domestic economic activity’ (Thompson 2019, 86–87). Australia has 
moved to force Facebook and Google to share advertising revenue with 
local news media after attempts to collaboratively produce a voluntary 
code failed in 2019 (Jose and Packham 2020; Thompson 2019, 88). I 
argue that one of the problems in dealing with major technology compa-
nies from a domestic perspective is that there can be no political will to 
regulate companies if there is no political will to tax them. Taxing compa-
nies helps correct fundamentally extractive business models that treat the 
activity of a given nations’ citizens as valuable but returns none of that 
value to their nations’ economy. In addition, it represents exactly the kind 
of piecemeal regulatory response that major technology companies and 
social media platforms would prefer to avoid through engaging in more 
unified responses, at the same time as being valuable to the individual 
countries setting the levy.

Thompson’s work provides a roadmap for wider regulatory responses 
than taxation that different territories can follow as well. These include 
responding to the concentration of content-discovery and e-commerce by 
‘redesignating digital intermediaries as public utilities with civic obliga-
tions beyond private shareholders,’ and independent regulator access to 
algorithms (Thompson 2019, 97–98). Effectively, this is an area where the 
citizens of the world have been presented as powerless for decades and 
instead have some options for local political activism. It is possible to build 
a sufficient diversity of sticks to wield against big players in social media 
and technology that the carrot of greater simplicity in cooperating with 
multilateral regulation becomes more attractive as a result.
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Tackling Invisible Problems

Alongside applying regulatory pressure to politicians in our own domestic 
contexts, we can work against the fact that the ideologies which drive 
harassment campaigns and crowdsourced terrorism are mainstream. As 
such, they are invisible problems that are easy to overlook, precisely 
because they are part of the background-radiation of everyday life.

We can look to the media landscape of Aotearoa-New Zealand for a 
very specific example of this kind of dynamic. On 28 August 2018, colum-
nist and broadcaster Mike Hosking wrote a column for the New Zealand 
Herald that argued Chelsea Manning should be barred from entering 
Aotearoa because it was reprehensible to allow a criminal to profit from 
criminal behaviour (Hosking 2018). That column draws an explicit com-
parison between Chelsea Manning and the white-supremacist duo Lauren 
Southern and Stefan Molyneux, who were banned from speaking publicly 
after an outcry during their visit to Aotearoa (Hatton 2018). The com-
parison is brief, serving to set up a binary whereby Manning is only nota-
ble due to criminality, while Southern/Molyneux are not criminals and 
thus should be allowed to speak.

If it wasn’t for the stealing and leaking of classified paperwork that ran the 
risk of undermining American security, you would never have heard of her. 
Far less be in a position to consider buying tickets and lining her, and her 
promoters’, pockets.

Which brings us to free speech—the same free speech we were angsting 
about a few weeks ago when those Canadian right wingers Lauren Southern 
and Stefan Molyneux were here.

I support free speech, I would have let those two in, not because I have 
any particular interest in what they have to say, but because they are free to 
say it. And if we are to choke off all discourse every time it might look like 
we don’t like what is being said, we are on a very slippery slope.

Which is what made Phil Goff’s moves so egregious, and every other 
hand-wringer that lined up behind him. (Hosking 2018)

The clear implication is that Southern and Molyneux may have controver-
sial views, but they are not criminals. However, Southern was arrested in 
2017 for being part of a group that blocked rescue boats in the 
Mediterranean that were seeking to save immigrants drowning at sea—an 
event that she live-streamed (Townsend 2017; Warren 2017). She and 
Molyneux are central parts of the alt-right/white-supremacist influencer 
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network identified by Rebecca Lewis (Lewis 2018) and promote the 
‘Great Replacement Theory’ that was cited by the Christchurch terrorist 
as justification for the attacks.

For clarity, I do not argue that Hosking’s column contributed to the 
Christchurch terror attacks, but it highlights the invisibility, insulation and 
normalisation of white-supremacy and white-nationalism within main-
stream culture. Importantly, the issue is not that these problems with 
Southern and Molyneux were known but ignored. I think it is more likely 
that everyone involved in producing the column was unaware because 
Southern and Molyneux blend in so that there was no reason to look 
deeper, despite the fact their views qualify as hate speech according to 
experts within Aotearoa (Hatton 2018; ‘Kōrero Whakamauāhara: Hate 
Speech—An Overview of the Current Legal Framework’ 2019, 4, 7). It is 
possible to be detained for attempting to disrupt humanitarian search and 
rescue efforts—an initiative which, if successful, would directly lead to the 
deaths of people who might otherwise be saved—and not be a ‘criminal.’ 
It is possible to publicly argue that indigenous people are the ‘lowest rung 
of civilization’ (NZ Media Council 2018) and that non-white cultures and 
peoples are an existential threat to society that must be violently resisted, 
and it is just something ‘we don’t like being said’ (Hosking 2018). Selling 
tickets to public events where these ideas will be promoted at NZ$99 per 
ticket is not profiting from criminal enterprise, whereas whistleblowing 
against government overreach is a bridge too far. It is possible to publish 
a column in a major national newspaper that uses people promoting hate 
speech for money as a minor side note to say ‘Chelsea Manning isn’t like 
them: she’s actually a problem,’ and there is no consumer outcry or back-
lash from advertisers because it is normal. It does not stand out.

Aotearoa-New Zealand makes for a specific example of these dynamics 
because they are invisible even when violently contrasted with reality. The 
country was outraged by the Christchurch attacks, insisting that ‘this is 
not us’—a claim vigorously challenged by Māori alongside Asian and 
Muslim communities of Aotearoa (Bashir 2019; Han 2019; McLachlan 
2019). As with many Commonwealth countries, Aotearoa-New Zealand 
was founded as a white-supremacist, colonialist project, and that founda-
tion extends to the present day in most areas of life. It is only recently that 
te reo Ma ̄ori has begun to be taught in schools, despite being listed as one 
of the ‘official’ languages of Aotearoa, and mainstream media representa-
tions position Ma ̄ori as dangerous ‘others’ who are a threat to ‘the nation’ 
(Abel 2013).6 One of our more influential political parties owes most of its 
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identity and branding to being anti-immigration, with its members of par-
liament regularly voicing Islamophobic or anti-Asian statements. Aotearoa-
New Zealand is far from unique in displaying rich veins of normalised, 
mainstream racism, because all of the problems discussed here are global.

Hate, discrimination and harassment are fractal, in that the same pat-
terns play out again and again at different scales and in different contexts. 
In May 2020, NBC revealed that Google had rolled-back diversity initia-
tives because of pressure from those who argued that employing and sup-
porting people who were not straight, white, cisgender men was 
‘anti-conservative’ (Glaser 2020). Such a claim explicitly admits that mod-
ern conservatism is a sexist, racist, patriarchal social project and one which 
lines up almost perfectly with the ideologies displayed by online harass-
ment communities—partly because these same people could easily be part 
of both. As the title of Adrienne Shaw’s rich and detailed article says, ‘The 
Internet Is Full of Jerks Because the World Is Full of Jerks’ (Shaw 2014), 
and once again, the question becomes what to do about it. As this book 
has repeatedly argued, there is no segregation between online spaces and 
the ‘real world,’ which means our responses to cultures of harassment can-
not be entirely focused in one area either. Saziah Bashir’s recommenda-
tions for tackling cultures of racism and inequity after the Christchurch 
attacks are broadly applicable and seem like an excellent place to start:

As a society, we can choose which voices we empower and nurture at critical 
junctures that can shift the conversation, and we must be diligent and delib-
erate in exercising that choice now.

(…) speak out. Challenge destructive narratives in the media, from your 
community leaders and politicians, and the people in your life.

Call up and debate with those talkback radio hosts, argue with your racist 
uncle at that family barbecue, tell those problematic old high school friends 
exactly why you’re blocking and deleting them before you do it, disparage 
your friends from laughing at that racist joke or using that unacceptable 
word, ask your employer to account for the efficacy and fairness of their 
recruitment policies and their commitment to diversity, attend the rallies 
and sign the petitions.

If someone is not good enough to be your leader, then get them sacked 
(more effective than egging, though visually less striking).

If that sounds like a lot of work, it is. If you want to be an ally, do the 
work. People in marginalised communities have been doing it all along for 
our own people and often everyone else. If you are born into an identity 
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whose intersections suffer little or no disadvantage or discrimination, do 
more for others with your privilege. (Bashir 2019)

Alongside tackling the background-radiation of ubiquitous social sexism, 
racism, ableism, homophobia and transphobia, we can push for structural 
changes in governments and corporations. Connecting back to Golding 
and Van Deventer’s point back from Chap. 1:

Maybe it’s most useful not to look at a chronology of abuse to work out 
what’s encouraging such behaviour, but rather to look at the systems sur-
rounding this abuse. What stays the same over the years? The targets change. 
The harassers change. But the systems that harbour the behaviour of the 
harassers haven’t changed enough. Unless we get real systemic change 
through strong and assertive leadership in tech companies, not much is 
going to improve for women and minorities online. (Golding and Van 
Deventer 2016, 101)

This book has explored the ways that the pragmatic structure of social 
media platforms and online spaces is as relevant to harassment as the social 
contexts they operate within, and the two are innately linked. Much of the 
consistent blindness displayed by the technology industries regarding 
harassment and the way their design decisions can be weaponised by bad 
actors would be resolved by a greater diversity of people involved in the 
decision-making.

Pushing for substantive, meaningful changes at these levels will be chal-
lenging, particularly in the international political climate of 2020 and the 
years to come. The rise of interest in unionisation in technology and cre-
ative industries is a promising opportunity, although it will be as necessary 
to hold those unions themselves accountable on issues of diversity and 
representation as it is for the corporations those unions engage with.

The status quo is untenable and harms people.
Nothing about the status quo is a neutral inevitability: it can be changed.
However, it is not going to change by itself, people will have to make 

that happen.
Hopefully, this book offers some insights into what that might look like.
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Notes

1.	 The initial nation-states who signed the Christchurch Call were Aotearoa-
New Zealand, Australia, Canada, the European Commission, France, 
Germany, Indonesia, India, Ireland, Italy, Japan, Jordan, the Netherlands, 
Norway, Senegal, Spain, Sweden and the United Kingdom. By September 
2019, this had expanded to a total of 47 countries. The United States cited 
support for the summit but claimed to be constrained by the First 
Amendment—a claim already challenged by Danielle Keats Citron, who 
argues that preventing hate speech and online harm is thoroughly consistent 
with the First Amendment (Citron 2014, 190–225).

2.	 The corporate signatories were Amazon, Daily Motion (owned by Vivendi), 
Facebook, Google, Microsoft, Qwant (a French search engine), Twitter and 
YouTube (a Google subsidiary).

3.	 Or at least, less unlikely.
4.	 See Chap. 3.
5.	 Twitter is not currently a signatory of the non-binding Christchurch Call, 

but another example of this kind of dynamic is that Twitter has refused to 
apply the same techniques that remove pro-ISIS accounts from the network 
to white-supremacists because doing so would also remove Republicans 
(Cox and Koebler 2019). Likewise, there is the example where a Twitter 
account resharing content from Donald Trump with no alterations was sus-
pended after operating for just 68 hours on the grounds it was ‘glorifying 
violence,’ while Trump’s account itself was defended as ‘public interest’ 
(Yeo 2020). And again, we can interrogate why Twitter removes and filters 
algorithmically identified white-supremacist and neo-Nazi accounts in 
France and Germany where required by law, but does not apply the same 
filter to the network globally.

6.	 The New Zealand First party and all its members were removed from parlia-
ment as a result of a national election in 2020. However, they still exist as a 
political organization and may contest future elections.
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Kāhui Tika Tangata).

Lewis, Rebecca. 2018. Alternative Influence: Broadcasting the Reactionary Right 
on Youtube. Data & Society. https://datasociety.net/output/alternative- 
influence/.

Macklin, Graham. 2019. The Christchurch Attacks: Livestream Terror in the Viral 
Video Age. Combating Terrorism Center at West Point (blog). 18 July 2019. 
https://ctc.usma.edu/christchurch-attacks-livestream-terror-viral-video-age/.

McLachlan, Leigh-Marama. 2019. Christchurch Mosque Attacks: Ma ̄ori Leaders 
Say Acts of Terror Nothing New in New Zealand. RNZ. 21 March 2019. 
https://www.rnz.co.nz/news/national/385226/christchurch-mosque-attacks- 
maori-leaders-say-acts-of-terror-nothing-new-in-new-zealand.

Müller, Karsten, and Carlo Schwarz. 2018. Fanning the Flames of Hate: Social 
Media and Hate Crime. SSRN, November. https://doi.org/10.2139/
ssrn.3082972.

NZ Media Council. 2018. Robin Grieve Against New Zealand Herald. New 
Zealand Media Council (September 2018) https://www.mediacouncil.org.
nz/rulings/robin-grieve-against-new-zealand-herald-2.

Rowe, Don. 2019. The Online Cesspits Where Hate Found a Home. The Spinoff 
(blog). 19 March 2019. https://thespinoff.co.nz/media/19-03-2019/
the-online-cesspits-where-hate-found-a-home/.

Shaw, Adrienne. 2014. The Internet Is Full of Jerks, Because the World Is Full of 
Jerks: What Feminist Theory Teaches Us About the Internet. Communication 
and Critical/Cultural Studies 11 (3): 273–277. https://doi.org/10.108
0/14791420.2014.926245.

Taub, Amanda, and Max Fisher. 2018. Facebook Fueled Anti-Refugee Attacks in 
Germany, New Research Suggests. The New York Times, 21 August 2018, sec. 
World. https://www.nytimes.com/2018/08/21/world/europe/facebook-
refugee-attacks-germany.html.

  K. VEALE

https://www.rnz.co.nz/news/national/361220/far-right-pair-banned-from-speaking-at-auckland-council-venues-phil-goff
https://www.rnz.co.nz/news/national/361220/far-right-pair-banned-from-speaking-at-auckland-council-venues-phil-goff
https://www.rnz.co.nz/news/national/361220/far-right-pair-banned-from-speaking-at-auckland-council-venues-phil-goff
https://www.nzherald.co.nz/nz/news/article.cfm?c_id=1&objectid=12115380
https://www.nzherald.co.nz/nz/news/article.cfm?c_id=1&objectid=12115380
https://www.pbs.org/wgbh/frontline/film/facebook-dilemma/
https://www.pbs.org/wgbh/frontline/film/facebook-dilemma/
https://www.reuters.com/article/us-australia-media-regulator-idUSKBN222066
https://www.reuters.com/article/us-australia-media-regulator-idUSKBN222066
https://datasociety.net/output/alternative-influence/
https://datasociety.net/output/alternative-influence/
https://ctc.usma.edu/christchurch-attacks-livestream-terror-viral-video-age/
https://www.rnz.co.nz/news/national/385226/christchurch-mosque-attacks-maori-leaders-say-acts-of-terror-nothing-new-in-new-zealand
https://www.rnz.co.nz/news/national/385226/christchurch-mosque-attacks-maori-leaders-say-acts-of-terror-nothing-new-in-new-zealand
https://doi.org/10.2139/ssrn.3082972
https://doi.org/10.2139/ssrn.3082972
https://www.mediacouncil.org.nz/rulings/robin-grieve-against-new-zealand-herald-2
https://www.mediacouncil.org.nz/rulings/robin-grieve-against-new-zealand-herald-2
https://thespinoff.co.nz/media/19-03-2019/the-online-cesspits-where-hate-found-a-home/
https://thespinoff.co.nz/media/19-03-2019/the-online-cesspits-where-hate-found-a-home/
https://doi.org/10.1080/14791420.2014.926245
https://doi.org/10.1080/14791420.2014.926245
https://www.nytimes.com/2018/08/21/world/europe/facebook-refugee-attacks-germany.html
https://www.nytimes.com/2018/08/21/world/europe/facebook-refugee-attacks-germany.html


163

Thompson, Peter A. 2019. Beware of Geeks Bearing Gifts: Assessing the 
Regulatory Response to the Christchurch Call. The Political Economy of 
Communication; Vol 7, No 1 (2019), August. http://www.polecom.org/index.
php/polecom/article/view/105/314.

Townsend, Mark. 2017. Far Right Raises £50,000 to Target Boats on Refugee 
Rescue Missions in Med. The Observer, 3 June 2017, sec. World News. https://
www.theguardian.com/world/2017/jun/03/far-right-raises-50000-target- 
refugee-rescue-boats-med.

Warren, Rossalyn. 2017. Europe’s Far-Right Pirates of the Mediterranean Are 
Targeting Refugee Rescue Missions. Washington Post (28 July 2017) https://
www.washingtonpost.com/news/global-opinions/wp/2017/07/28/
europes-far-right-pirates-of-the-mediterranean-are-targeting-refugee-rescue-
missions/.

Yam, Kimmy. 2020. Trump Doubles down That He’s Not Fueling Racism, but 
Experts Say He Is. NBC News, 18 March 2020. https://www.nbcnews.com/
news/asian-america/trump-doubles-down-he-s-not-fueling-racism- 
experts-say-n1163341.

Yeo, Amanda. 2020. One Twitter Account Is Reposting Everything Trump 
Tweets. It Was Suspended within 3 Days. Mashable, 3 June 2020. https://
mashable.com/article/twitter-donald-trump-suspend-tweets-policy- 
violence/.

7  CONCLUSION: THE CHRISTCHURCH CALL TO ACTION SUMMIT… 

http://www.polecom.org/index.php/polecom/article/view/105/314
http://www.polecom.org/index.php/polecom/article/view/105/314
https://www.theguardian.com/world/2017/jun/03/far-right-raises-50000-target-refugee-rescue-boats-med
https://www.theguardian.com/world/2017/jun/03/far-right-raises-50000-target-refugee-rescue-boats-med
https://www.theguardian.com/world/2017/jun/03/far-right-raises-50000-target-refugee-rescue-boats-med
https://www.washingtonpost.com/news/global-opinions/wp/2017/07/28/europes-far-right-pirates-of-the-mediterranean-are-targeting-refugee-rescue-missions/
https://www.washingtonpost.com/news/global-opinions/wp/2017/07/28/europes-far-right-pirates-of-the-mediterranean-are-targeting-refugee-rescue-missions/
https://www.washingtonpost.com/news/global-opinions/wp/2017/07/28/europes-far-right-pirates-of-the-mediterranean-are-targeting-refugee-rescue-missions/
https://www.washingtonpost.com/news/global-opinions/wp/2017/07/28/europes-far-right-pirates-of-the-mediterranean-are-targeting-refugee-rescue-missions/
https://www.nbcnews.com/news/asian-america/trump-doubles-down-he-s-not-fueling-racism-experts-say-n1163341
https://www.nbcnews.com/news/asian-america/trump-doubles-down-he-s-not-fueling-racism-experts-say-n1163341
https://www.nbcnews.com/news/asian-america/trump-doubles-down-he-s-not-fueling-racism-experts-say-n1163341
https://mashable.com/article/twitter-donald-trump-suspend-tweets-policy-violence/
https://mashable.com/article/twitter-donald-trump-suspend-tweets-policy-violence/
https://mashable.com/article/twitter-donald-trump-suspend-tweets-policy-violence/


165© The Author(s) 2020
K. Veale, Gaming the Dynamics of Online Harassment, 
https://doi.org/10.1007/978-3-030-60410-3

Index1

1 Note: Page numbers followed by ‘n’ refer to notes.

NUMBERS AND SYMBOLS
@unblock_list, 111
4chan, 2, 8, 14, 61, 64, 66, 72n11, 

88, 97, 98n2, 99n13
8chan, 1, 61, 62, 98n2

A
Affordance accountability, 108, 

109, 148
Ahwaa, 140
Algorithmic accountability, 108, 

109, 148
Algorithms, 89, 93, 95, 98n5, 108, 

109, 117–120, 134, 
149–151, 160n5

Al Shafei, Esra’a, 140
Alternate Reality Games (ARGs), 17, 

49, 50, 52, 55–58, 65, 67–70, 
87, 129, 147

Alternative social media (ASM), 40, 
113, 137, 139

Anonymity, 112
Anonymous, 2, 62, 88

Apolitical, 3
Apperley, Thomas, 54
ArenaNet, 53, 65, 67
Assumed cultural default, 7, 39, 53, 

54, 73n12, 109
Authentication tools, 132

B
Bannon, Steve, 14
Bashir, Saziah, 158
Beast, The (ARG), 51, 52, 55, 56, 59, 

65, 70, 87
Blockbots/blocklists, 109
Block evasion, 92, 131, 132, 

136, 142n11
Blocking tools, 91–93, 

109–112, 131, 134, 
138, 141n3

Bot accounts/botnets, 64
boyd, danah, 16, 35, 43
Bridle, James, 90
Burnbook, 41
Butt, Mahli-Ann, 54

https://doi.org/10.1007/978-3-030-60410-3#DOI


166  INDEX

C
Campos, Danilo, 131, 132
Christchurch

Call to Action Summit, 17, 
148–151, 153, 154

2019 Terror Attack, 1, 61, 63, 148, 
149, 151, 157

Citron, Danielle Keats, 6, 8, 43, 116, 
121n4, 160n1

Condis, Megan, 3, 18n4
Consalvo, Mia, 3, 39, 95
Conspiracy maps, 66, 73n16
Context collapse, 93–95, 131, 138
Corporate social media (CSM), 40, 

113, 114
Counter.Social, 114
Coyote, 94, 138
Cross, Katherine, 13
Crowdsourced terrorism, 13
Culture as ‘zero sum’ game, 3, 6

D
Dena, Christy, 59, 151
Diakopoulos, Nicholas, 108, 148
Diaspora, 113, 115
Dickwolves incident, 9
DiGRA, 95, 96
Dogpiling, 55, 96, 129
Doxxing, 42, 61

E
Echoes, 97
Engagement tools, 131, 132, 

136, 138
Ethics in game journalism, 11

F
Facebook, 16, 40, 90, 91, 108, 112, 

117, 118, 122n11, 134, 152, 153
False flag, 64, 72n11, 100n16

Fappening, The, 117
Filtering tools, 130–136, 139
FOSTA, 92
Free Network, The (TFN), 113, 114
Free-speech, 4
Fries, Peter, 53, 98n3
Frith, Jordan, 112
Friz, Amanda, 36

G
Gamergate, 10, 11, 38, 39, 54, 61, 

63–66, 68, 72n11, 88, 89, 95, 
96, 98n2, 99n12, 110

Gamification, 140
Gehl, Robert W., 36, 40, 113, 139
Geiger, R. Stuart, 108, 110
Ggautoblocker, 110
Girls Around Me, 40
Golding, Dan, 11, 15, 16, 109, 159
Google, 89, 121n9, 158

bombs, 89
Guides, 65, 89

H
Harassment

campaigns, 1, 8, 15, 49, 53, 55, 57, 
58, 60, 64, 66, 67, 69, 70, 
87–93, 95–97, 98n2, 108, 110, 
111, 113, 121n3, 129–131, 
135, 136, 147, 151

Harper, Randi, 89, 110, 134, 135
Hashtags, 11, 39, 95, 99n12, 

131, 134
Hepler, Jennifer, 9, 15
Hon, Adrian, 65
Hootsuite, 39

I
Ideals of freedom, 2
I Love Bees (ARG), 51, 52, 55, 56, 59



167  INDEX 

Impersonation, 63, 72n11, 99n9, 
115, 134

Incel, 14, 61, 151

J
James, Vivian, 54, 63
Jubbal, Veerender, 54, 89

K
Kickstarter, 10
Kiwi Farms, 8, 14, 55, 61, 91, 151

L
Labour, 58, 60, 62, 69, 130
Leigh, Adrienne, 114
Lewis, Rebecca, 44n9, 68, 90, 118, 

119, 157
Lynch, Ashley, 13

M
Malki, David, 100n15
Massanari, Adrienne, 16, 38, 117
Mastodon, 113, 115
McGonigal, Jane, 68, 88
Megarry, Jessica, 13
Moderators, 108, 134
Morbid, Mandy, 92
Müller, Karsten, 152

N
Neo-Nazi, 2, 14, 67, 72n11, 90, 93, 

97, 100n14, 116, 117, 119, 120, 
137, 160n5

Networked publics, 16, 35, 36, 38, 
39, 43, 49, 70, 87, 88, 93–96, 
108, 113, 114, 117, 119–121, 
129, 130, 135, 137, 138, 
140, 147

Nintendo of America, 89
Nyberg, Sarah, 89
NZ Office of Film & Literature 

Classification (NZOFLC), 63

O
O’Donnell, Casey, 39, 95
Olson, Dan, 89, 98n2

P
Patreon, 92
Paypal, 92
Peeple, 42
Penny Arcade, 9
Phillips, Whitney, 5–7, 18n5, 68, 113
Pillowfort.Social, 38, 137
Pinterest, 36
Pizzagate, 68
Polansky, Lana, 15, 98n3
Price, Jessica, 53, 55, 65, 67, 98n3
Prime, Alison, 64
Pringle, Rosie, 129, 131
Profits from abuse

for abusers, 68, 90, 120, 151
for social media companies, 40, 

43, 90, 112, 117, 119, 
120, 151

Puppet masters, 51, 55, 56, 69, 87

Q
QAnon, 68, 100n13
Quinn, Zoë, 11, 53, 57, 61, 67

R
Rabbit holes, 50, 52, 55
Rapp, Alison, 67, 89, 99n12
Real name’ policies, 112
Reddit, 9, 16, 38, 53, 66, 95, 

113, 117



168  INDEX

Reporting tools, 91–93, 133, 
134, 136

Revenge porn, 43
Riot Games, 53–54
Rodger, Elliot, 14, 61, 151

S
Sarkeesian, Anita, 10, 11, 13, 53, 57, 

62, 63, 65, 71n5
Schwarz, Carlo, 152
Sea-lioning, 100n15
Search Engine Optimisation 

(SEO), 119
Search tools, 96
SESTA, 92
Shaw, Adrienne, 158
Sierra, Kathy, 2, 8, 60
Silencing, 12, 56, 111
Sinders, Caroline, 132
Social Autopsy, 42
Social capital, 60–62, 68, 147, 150
Sockpuppet, 64, 92, 99n9
Stochastic terrorism, 62, 99n9
SWATTing, 58
Szulborski, Dave, 50

T
Technolibertarian ideals, 2, 4, 6, 

107, 109
Technological solutionism, 108, 109
Terrorism, 1, 10, 13, 14, 20n27, 54, 

61, 62, 64, 89, 90, 99n6, 
148, 150–152

Thompson, Peter, 149, 154

Tiers, 59, 61, 62, 65–67, 90, 99n9, 
135, 136, 151

Toxic technoculture, 38
Tufekci, Zeynep, 119
Tumblr, 93, 138
Tweetdeck, 39, 95
Twitch, 121n3
Twitter, 16, 37–39, 66, 71n5, 71n9, 

88, 91, 93, 95, 98n6, 99n11, 
110, 115–117, 122n10, 129, 
130, 134, 141n4, 160n5

V
Van der Nagel, Emily, 112
Van Deventer, Leena, 11, 15, 16, 

109, 159
Visibility tools, 130–134, 136, 

138, 139

W
Walschots, Natalie, 96
White supremacy, 1, 14, 15, 61, 62, 

67, 90, 93, 99n13, 117, 119, 
122n10, 148, 151, 156, 
157, 160n5

Wikipedia, 10
Wong, Yishan, 141n1
Wu, Brianna, 61

Y
Yiannopoulos, Milo, 14, 64
Youtube, 10, 89–91, 98n5, 118–120, 

121n9, 151


	Preface
	Acknowledgements
	Contents
	Chapter 1: Introduction: The Breadth of Harassment Culture and Contextualising Gamergate
	Contextualising Online Abuse and the Breadth of Harassment Culture
	Contextualising Coordinated Harassment Campaigns
	Where We Go from Here
	References

	Chapter 2: Networked Publics of Abuse
	The Politics of Networked Publics
	Where Harassment Is the Business Model
	References

	Chapter 3: Exploring the Overlap Between Hatemobs and ARGs
	Understanding Alternate Reality Games
	Rabbit Holes
	The Goal of the Game
	Puppet Masters
	Texts with No Boundaries
	The DIY Principles and Community Ethos of Harassment
	Instruction Manuals and Influencers for Crowdsourced Terrorism
	Captivating Experiences
	The Disobedient Resilience of ARGs
	References

	Chapter 4: Gaming the Rules
	Algorithms
	Reporting and Blocking Tools
	Context Collapse
	Hashtags
	Search Tools
	References

	Chapter 5: Problematic Tools and Platform Complicity
	Problematic Tools
	Blockbots
	‘Real Name’ Policies
	The Free Network
	Platform Complicity
	References

	Chapter 6: Reshaping the Landscape
	Filtering and Visibility
	Third-Party Reporting
	Human Moderation, Clarity of Site Rules and Precision in Tailoring Individual Experiences
	Disrupting the Tiers of Harassment Communities
	Case Study: Pillowfort.Social
	Case Study: Ahwaa
	References

	Chapter 7: Conclusion: The Christchurch Call to Action Summit and What Follows
	Contextualising the Christchurch Call to Action Summit
	The Good
	The Flawed
	The Actively Problematic
	The Risks and Rewards of Regulation
	Tackling Invisible Problems
	References

	Index�

